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Classification and Regression

* Both classification and regression take a set of training
instances and learn a mapping to a target value.

* For classification, the target value is a discrete class value

— Binary: target value is 0 (negative class) or | (positive class)
* e.g. detecting a fraudulent credit card transaction

— Multi-class: target value is one of a set of discrete values
* e.g labelling the type of fruit from physical attributes




Binary classification vs Multi-class

classification

* Binary classification : credit card

fraud detection

Transaction information

Card Number xxxx xxxx xxxx 0459
Seattle, WA, U.S.A.

Peak Place Market

USD $5494.30

Shoes R Us

Yes / No

* Multi-class classification: fruit
recognition
Physical attributes Fruit class
He_ight P—
Width — P
Mass

Color index

* Orange

* Mandarin Orange




Binary Classification

* Input: x € R4

* Parameters: 9 = {a,h} avec acR? beR
* Output: ye{0,1} ou ye{-1,1}

* Scoring function
Score associated to x

so(X) = s(x;0) = (a,x) + b 6 =




Binary Classification

e Prediction function

.. . 1 ifw>0,
y(w)—{o

otherwise.

1
ou y(w) = {

ifw >0,

otherwise.




Binary Linear Classifier : Intuition

Hyperplane that separates
the two classes

Also called Decision
boundary




Binary Linear Classifier

Definition
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Binary Classification

Input space

R {0,1} or {—1,1}

y =y(w)

Score/weight/logit space

Output space




Problematic Cases

* Can we always find a hyperplane that separates classes? NO

e Can we characterize formally in which cases we can? YES
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How to separate the data ?
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In practice
» Data is not linearly separable (i.e. such a hyperplane
does not exists)




Regression or classification ?

* Logistic regression is not a regression task
* Itis a classification task

* used when the dependent variable(target) is categorical.

* example,
* To predict whether an email is spam (1) or (0)
 Whether the tumor is malignant (1) or not (0)




Classification Based on Probability

* Takes a probabilistic approach to learning discriminative functions
(i.e., a classifier)

* Instead of just predlctlng the cIass glve the probability of the instance
being that class \ |

 i.e., learn p(y | x)




Linear Regression : Reminder

[nput features

1
N)utput
X] = wl

ﬂ




Linear models for classification :
Logistic Regression

Input features

| b
\ f() y € (Or 1) - ‘
W, -
X‘) / e/ — | b /‘1l o | ] J
~ /W/ 6 -4 =2 0 2 4 6

X3 § = logistic(B + Wy X+ Wy Xy, )

1
- 1+exp[—(5+W1-x1+---\’47n-xn)]




Feature 2

Feature 1



Linear models for classification :
Logistic Regression (Example)

1.00

Probability of passing exam

o— —
3 8! 5 6
Hours studying




Logistic Regression:
The model

* Takes a probabilistic approach to learning discriminative functions
(i.e., a classifier)

he(x) should give p(y =1 | x; 0)
— Want 0 < hg(iL') < 1 Logistic/Si%moid Function

9(2)
* Logistic regression model:

he(x) = g (07x) 6:5
1
g(Z) 7 1 —I_ e_z ’/
1
he(ﬂ:) - 1+ e_ng | | ol | l J




Interpretation of Hypothesis Output

he(x) = estimated p(y =1 | «; 0)

Example: Cancer diagnosis from tumor size

. L0 . 1
£ = T — tumorSize

he(x) = 0.7
—> Tell patient that 70% chance of tumor being malignant

Note that: p(y

Olx;0) +p(y=1|=x;0) =1

Therefore, p(y =0 | x;0) =1 —p(y =1 | x;0)




Logistic Regression

he(x) = g (07x) 9(2)
1
9(2) =
1 +e =
| | o | | |
@Tx should be large negative OTx should be large positive
values for negative instances values for positive instances

e Assume a threshold and...
— Predicty = 1if he(x) > 0.5
— Predicty =0 if ho(x) < 0.5

sed on slide bv Andrew Ne




Logistic Regression:
Non-Linear decision boundary

e Can apply basis function expansion tofeatures, same as with linear
regression 1T




Logistic Regression:
Cost (Objective) Function

e Shouldn't use squared loss as in linear regression:

n 2

7(6) = % > (o (2) =)

1=1
Logistic regression objective:

min J(0)

n

=1




Logistic Regression:
Cost (Objective) Function

T?J

J(0) = — Z [y(i) log hg (V) + (1 — y(i)) log (1 — he (m(i))ﬂ

1=1

e Cost of a single instance:
_ ~log(he(x)) ify=1
cost (ho (@), y) = { —log(1 — hg(x)) ify=0

* Can re-write oTtgjective function as

J(0) = Zcost (he(a:(":)), y(i))
i=1




- —log(he(x)) ify =1
cost (he(x),y) = { —Jog(1 % he(xz)) if z —0

Ify=0

* Cost =0 if prediction is
ify=1 correct

ity =0 * As (1 — hg(x)) — 0,cost = o0

cost

* Captures intuition that
larger mistakes should get
larger penalties



Logistic Regression:
Cost (Objective) Function

_ —log(hg(x)) ify=1
cost (hG(CU)vy) — { —log(l —hg(il?)) 1fy:0
Ify=1
* Cost =0 if prediction is correct
fy=1 * As hg(x) — 0, cost — oo

* Captures intuition that larger
mistakes should get larger
penalties

— e.g., predict hg(x) =0, buty=1

cost




Logistic Regression:
Cost (Objective) Function

_ —log(he(x)) ity=1
cost (he(x), y) = { —log(1 — hg(x)) ify=0
Ify=0

* Cost =0 if prediction is
Ify=1 correct

Ity =0 * AS (1 — hg(x)) — 0, cost — o0

cost

e Captures intuition that
larger mistakes should get
_. .
- o (2) ' larger penalties




Logistic Regression:
Gradient descent (training)

Want mein J(0)

* |nitialize @
e Repeat until convergence

0 :
o J(@) simultaneous update

9j e6’5‘;05(96{,}- forj=0...d




Logistic Regression:
Gradient descent (training)

Want mein J(0)

* |nitialize @

° Repeat until conve rgence (simultaneous update for j=0 ... d)

0o < Oy — ai (hg (m(i)) = y(i))
i=1

b 0;—a |3 (o (29) — y) ol — 24,

Le=1 A




Logistic Regression:
Odds

* The odds are the ratio of the proportions for the two possible outcomes.
p  probability of success

odds = - e
1 —p  probability of failure

* log odds or logit

Simple Logistic Regression Model
The statistical model for simple logistic regression is

103(1:?) = Bo + Bix

where p 1s a binomial proportion and x is the explanatory variable. The param-
eters of the logistic model are By and B;.




