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Classification and Regression



Binary classification vs Multi-class 
classification

• Binary classification : credit card
fraud detection

• Multi-class classification: fruit 
recognition



Binary Classification

• Input:  

• Parameters:

• Output:

• Scoring function
Score associated to x



Binary Classification

• Prediction function



Binary Linear Classifier : Intuition

Also called Decision 
boundary



Binary Linear Classifier
Definition



Binary Classification



Problematic Cases

• Can we always find a hyperplane that separates classes? NO

• Can we characterize formally in which cases we can? YES



How to separate the data ?

In practice
➤ Data is not linearly separable (i.e. such a hyperplane
does not exists)



Regression or classification ?

• Logistic regression is not a regression task
• It is a classification task

• used when the dependent variable(target) is categorical.

• example,
• To predict whether an email is spam (1) or (0)

• Whether the tumor is malignant (1) or not (0)



Classification Based on Probability

• Takes a probabilistic approach to learning discriminative functions 
(i.e., a classifier)

• Instead of just predicting the class, give the probability of the instance 
being that class
• i.e., learn p(y | x)



Linear Regression : Reminder



Linear models for classification : 
Logistic Regression





Linear models for classification : 
Logistic Regression (Example)



Logistic Regression:
The model

• Takes a probabilistic approach to learning discriminative functions 
(i.e., a classifier)

• Logistic regression model:



Interpretation of Hypothesis Output



Logistic Regression



Logistic Regression:
Non-Linear decision boundary

• Can apply basis function expansion tofeatures, same as with linear 
regression



Logistic Regression:
Cost (Objective) Function

• Shouldn't use squared loss as in linear regression:



Logistic Regression:
Cost (Objective) Function





Logistic Regression:
Cost (Objective) Function



Logistic Regression:
Cost (Objective) Function



Logistic Regression:
Gradient descent (training)



Logistic Regression:
Gradient descent (training)



Logistic Regression:
Odds

• The odds are the ratio of the proportions for the two possible outcomes.

• log odds or logit


