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1 Introduction

In this chapter, you will learn about the statistical methods used to analyse
data recorded about two related variables, such asa person’s weight and height.
Such data is called bivariate data (two-variable data).

When we analyse bivariate data, we are interested in how the two variables
relate to each other.

We try to answer questions such as :

‘Is there a relationship between these two variables? and ‘Does knowing the
value of one of the variables tell us anything about the value of the second
variable 7

Example 1. 1) Relationship between the average number of hours of study
and the marks obtained in exams.

2) The relationship between the height and weight of newborn babies in a
maternity hospital

2 Data tables (scatter plots - contingency table)

Definition 1. A bivariate statistical series X and Y is any list of pairs of the
type :

(z1,11), (x2,Y2), -, (Tny Yn), where n is the number of pairs.

Remark 1. We can represent the bivariate statistical series in one of the fol-
lowing two tables :

Obs?rvatzon 1 2 ) Variable X 21 25 | o T 2.
1| Variable X | x1 | ®o | ... | T, | Or Variable Y
Variable Y | y1 | y2 | oo | Yn Y1 | Y2 | = | Un
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Example 2. The data below gives the marks (y;) out of 100 obtained by the
students in an exam and the time (x;) they spent studying for it.

student number i | 1 2 3 4 5 6 7 8 9 10
Time (hours), z; | 4 |36 |23 19| 1 |11 |18 | 13 | 18 |8
Marks y; 41 | 87 | 67 | 62 | 23 | 52 | 61 | 43 | 64 | 52

2.1 Scatter plots

Bivariate data are usually represented graphically on scatterplots.

Definition 2. A scatter plot is a graph that shows whether there is a rela-
tionship between two variables © and y.

Each data value (x;,y;) on a scatter plot is shown by a point on a Cartesian
plane.

Example 3. Referring to example 2,
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FIGURE 1 — The scatter plot shows relationship between the marks and time
they spent studying for it
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2.1.1 The mean point

Definition 3. The mean point of a scatter plots is the point G with coordinates
Xy
n

(z,7), where & = 2% ond y=
n

Yx; Sy
Example 4. Referring to example 2, T = 2% _ 15 and y= Ji
n

=55.6

2.2 Contingency table

Let the statistical variable Z be given by the pair (X,Y). Let z1, 2z, ...z
and y1,yo,...4; be the values taken by X and Y respectively. In this case, we
define the values of Z as follows : for i ranging from 1 to k and for j ranging
from 1 to 1, z;; := (x;;y;) : The statistical variable Z takes k x 1 values.

Definition 4. During this study, we use the following During this study, we
use the following or contingency table (double-entry table)

X\Y Y1 Yo oy Marginal X

€1 ni1 or fi1 | nig ou fio | ... | my ou fi | Nie OF fie

X2 No1 O fa1 | Mag OF fao ... | Mg ou for | noe OU foo

Tk g1 OF fr1 | M2 OF fro | .o | Mgt OU frg | Nke OF fre

Marginale Y | Ne1 OF fo1 | Te2 OU fo2 | ... | Ney Or for | N orl
with

n;j : frequency of the pair (x;,y;).
n;e : marginal frequency of z; is given by
l
Nije = Znij =n;1 + N2 + ... + n;; = total de la ligne i
j=1

ne; ‘marginal frequencye of y; is given by

k
Nej = Znii =nyj + noj + ... +ng; = total de la colonne j
i=1
s
fij the relative frequency of the pair (x;,y;), is given by fi; = #
n
fie : the relative frequency of x; is given by f;e = ]\Z;
Tiej
fe; :the relative frequency of y; is given by fo; = Nj
Remark 2.
kool k k k k
Zznij = Z (ni1 +nig + ... +ny) = Znil + ZniQ + .+ Znil
i=1 j=1 i=1 i=1 i=1 i=1

ni1 +nop + ... + nkl) + (7742 “+ nog + ... + Tlgk) —+ ...+ (nll “+ no; +

|
=

+nkl)
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Remark 3. We have the following property,

ko1
DI
i=1j=1

Example 5. A survey of 500 families was carried out. It looked at the relation-
ship between the number of children in families (Y) and their annual expenditure
on school supplies in Dinars (X). The survey produced the following results :
XY 1 2 3 marginal N;e
[0; 20000( 80 | 54 | 13 147

[20000; 40000] | 56 | 97 | 43 186

[40000; 70000] | 10 | 71 76 157
Marginal ne; | 146 | 222 | 132 | 500

3 Marginal and conditional distributions

3.1 Marginal distributions

On the margin of the contingency table, we can extract data solely with
respect to X and solely with respect to Y (see the previously established contin-
gency table).

The k pairs (2;,n;e) form the marginal distribution of the variable X :

X T To e |z b))
Nje | Ne | N2e | --- | Nke | N

The [ pairs (y;, ne;) form the marginal distribution of the variable Y :

y Y1 Yo v |y total
Nej | Mot | Ne2 | oo | Mer | N

Example 6. Referring to example 5, the marginal distribution of the number
of children Y :

Y 1 2 3 3
ne; | 146 | 222 | 132 | 500
The marginal distribution of X
X Nie
0;20000] 147
20000; 40000[ | 186
[40000; 70000] | 157
D) 500

3.1.1 independent

Definition 5. Two statistical variables X and Y are said to be independent if
and only if, for all i and j
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Jij = fie X foj
If there exists (i,7) such that fi; # fie X fej, we say that the two variables are
not independent.
Equivalently, for all iand j, N X ni; = nje X nej In this case, if X and Y are
independent

N x Nij = Nije X Nej

3.2 Characteristics of marginal distributions
3.2.1 Means

In the case of a two-dimensional statistical variable X and Y , the means are
given respectively by :

k
Znuz1 anzz
= NZ”W% an%

Remark 4. In the continuous case, x; and y; represent respectively the center
of the classes for X and Y , that is,

Liti +L; Ly +L;
T, = 7+12+ et Y; = 7j+12+ J .

3.2.2 variances and standard deviations

We now define the variance of X and the variance of Y as follows,

k
X)= (;an.x5> - —Zfz.x —7?
i=1
l l
V(Y) = (12:7 Znogy32> - g2 = quy]z - 272~

The standard deviations of X and Y are given, respectively, by

o(X)=+vVV(X).

o(Y)=+V(Y).
Example 7. Referring to example 5,

l
Z .jyj: (146><1+222><2+132><3)—1 972 = 2.

500

l
1 1
V(X)= <N n.jy§.> —g% = — (146 x 1% 4+ 222 x 22 + 132 x 3?)—1, 972 = 0.555
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3.3 Conditional distributions

The distribution of the variable Y knowing X = x; is called the conditional
distribution of Y for X = z; :
Y/ X=x; | 1 v | Y4 ... |y | Total
frequency Ni1 | oo | Mg | oo | Nt | Nie

: endtabular

In this case we calculate the conditional relative frequency f; -; (f; knowing
that @), for j = 1,...,1, by :

Nij fij

fj/z— :E

n’L.

The conditional mean §; is given by :

!
Z nijY; = Z Jijy;
j=1

The conditional variance V (Y;) is given by :

l
vi=Y fuy; —
j=1

nzbullet

The conditional standard deviation o (Y;)
o(Y:) = vV (i)

The distribution of the variable X knowing that ¥ = y;, is called ‘ee condi-
tional distribution of X for ¥ =y; :

XY =y; | 21 v | o | g Total
frequency | my; nij Nkj | Nej
In this case, we calculate the condltlonal sequence f; (f; knowing that j),

fori=1,....,k, by :

nij _ fij
Nej  foj

The conditional mean Z; is given by :

k
§ Ni;T; = E fi/jxi
n‘J i=1

i=1

fiyi=

The conditional variance V (X;) is given by :

k
LS et - =2 fiei -
n.J jT Pt v i%i

i=1

The conditional standard deviation o (X;)
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Example 8. In example 5, we have :

The conditional distribution of Y for X = x1 € [0;20000]
Y 1 2 3 total
frequency | 80 | 54 | 13 | 147

The conditional mean Yy is given by :

1
Ji= 1 (B0 x 1454%2+13x3) ~ 1,54

The conditional variance V (Y1) is given by :

1
V(Y1) = 157 (80 % 17 + 54 x 22 + 13 x 3%) — 1.54% = 0.44

The conditional standard deviation o (Y1)

o (Y1) = v0.44 = 0.66.

3.4 Covariance

Definition 6.

Covariance is a measure of relationship between two variables.
Let X and Y be two variables then covariance between them is given by

1
Cov(X,Y)=0,, = NZﬁ\;l(azi —Z)(yi — )

3.4.1 Interprétation

BBYJusS

X
cov(X,Y)>0 cov(X,Y)=0 cov(X,Y)<0

Covariance indicates whether the variables x and y vary in the same direction
or in two opposite directions.
We have the following cases :
- If Cov(z,y) > 0 then the two variables are not independent, they are positively
related and vary in the same direction.
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-If Cov(z,y) < 0 then the two variables are not independent, they are negatively
related and vary in two opposite directions.

- If Cov(z,y) = 0 then variations in one of the two variables do not cause
variations in the other.

3.4.2 Practical calculation formula

N
1 __
cov (X, Y) =0y, = N E 1 TiYi — TY
i
Démonstration.

Cov(X)Y) =

1 x 1 & 1 1 &

= N;l’zyvfﬁlz:;fyifﬁngg+ﬁgfg
n n N N

= %szyz -T]i] yz_g% xz"'_%zfmj
=1 i=1 =1 =1

3.4.3 Properties of the covariance

If X and Y be two continuous variables and a, b, ¢ and d be any constants,
then :

Cov(X,X)=Var(X).
Cov(X,Y) = Cou(Y, X).
Cov(aX,Y) = aCov(X,Y), when « is constant.

Cov(X +a,Y) = Cov(X,Y),when « is constant.
If x and y are independent = Cov(X,Y) = 0..

A
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Démonstration. 1.

Cov(X,X) = lziil(xi—f)(zi—f)

1
Cov (X,Y) —_x¥

Il
M
|
—
&8

|
Kl
=
NS

|
&

N
Cov(aX,)Y) = Z(ami)yi — (azy)

[
Q
S
Q
4
I
=

(@i + o)y — (T + )y

2=
e

©
I
—

Cov(X +a,Y) =

(w3yi + ayi) — (27 + ay)

I
2|~
-

s
Il
_

1 N
xiyi+aﬁz;yi_jy_ag
1=

I
=zl
M-

«
Il
-

Ty + oy — Y —ay

I
2| =
-

©
Il
=

TiY; — TY

I
2=
-

Il
_

(2

= Cov(X,)Y)

10
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4 Linear correlation coefficient-Regression line
and Mayer line

Correlation is the study of links between variables in a series of observations.
This study is important because it allows us to measure the degree of dependence
or otherwise between variables.

4.1 Linear correlation coefficient

Definition 7. The linear correlation coefficient (or Pearson’s correlation coef-
ficient) between X and Y is

Cov(X,Y)

T VeV
Cov(X,Y)

Ox0y

4.1.1 Properties of the Linear correlation coefficient

Following is a gallery of scatterplots with the corresponding value of r for
each.

1) The correlation coeflicient of two statistical variables is always between
-land 1:

—1<r, <1

2) if r5,, = 1, indicates a perfect positive relationship between x and y.

3)if 0.75 < 7y, < 1 indicates Strong positive linear association between the
variables.

4) if 0.5 < rgy < 0.75 indicates moderate positive linear association between the
variables.

5) if 0.25 < 7z, < 0.5 indicates Weak positive linear association between the
variables.

7) if —0.25 < 1y < 0.25 indicates No linear association association between the
variables.

8) if —0.5 < 7y < —0.25 indicates Weak negative linear association between
the variables.

9) if —0.75 < r;, < —0.5 indicates Moderate negative linear association between
the variables.

10) if —1 < rzy < —0.75 indicates Strong negative linear association between
the variables.

11) if r,, = —1 indicates a perfect negative relationship between x and y.

12) For two independent variable correlation coefficient is zero.

13) It is always unit free.

11
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FIGURE 2 — The Scatter diagrams for different values of r

4.1.2 Regression lines

The method of least squares Equation of regression lines Using the least
squares method, we assume that : the regression line is given by :

(D)yje:y=ax+b

Whereazw and b=y —aZx
Or

DX/Y):z=dy+V
where o' = cov(z,y) and b = —a'y

V(y)

12



Section 4 4.1 Linear correlation coefficient

Example 9. Referring to ezample 2. Fit a line to the scatterplot using the me-
thod of least squares and write its equation (D)y/, 1y = ax +b .

Time (hours), z; | 4 |36 |23 19| 1 |11 |18 |13 | 18 |8

Marks y; 41 | 87 | 67 | 62 | 23 | 52 | 61 | 43 | 64 | 52
Solution
_ 1 L 44+36+234+19+1+114+184+13+ 1848
T=— T; = =15.1
10 /= 10
_ 1 1 23441 +52452+ 43461+ 65462467+ 87
g=—Sy; = = 55.3
10 /= 10
1o,
V(z)=—= > z7 — %% =92.49
10 i=1
1
cov (X)Y) = N 2121 Ty — Ty = 148.47
148.47
then a = ~16 andb=9y —ax =55.3—-1.6 x15.1 =31.1

So, (D):y=31.1+1.6z

50 -
50 L

ey L

604 g™
50—t 5
40 = .g.-"'-.
304
0
10

Wark (%)

0 5 10 15 20 25 30 35 40

Iime fhonrs)

4.1.3 Fitting a line using the two-mean method (Mayer line)

1) Rewrite the data pairs in order, according to the x values.

2) Divide the ordered table into two new tables : one for the lower half of
data values, the other for the top half of data values.

3) Find the mean values of x and y for each new table Gy(#1,71) and
Ga(22,92).

4) The line (D) passes through points G; and G, and therefore has the
equation y = ax + b where

13



Section 5 4.1 Linear correlation coefficient

a= ?2_?{2 and b = o — azo
T2 — T2

Example 10. Referring to example 2. Fit a line to the scatterplot using the
two-mean method and write its equation .

Time (hours), z; | 4 |36 |23 19| 1 |11 |18 | 13|18 |8
Marks y; 41 | 87 | 67 | 62 | 23 | 52 | 61 | 43 | 64 | 52

solution

1) Rewrite the data pairs in order, according to the x values.
Time (hours), z; | 1 |4 |8 |11 |13 |18 | 18 | 19 | 23 | 36
Marks y; 23 | 41 | 52 | 52 | 43 | 61 | 65 | 62 | 67 | 87
2) Divide the ordered table into two new tables : one for the lower half of
data values, the other for the top half of data values.

x| 1 |4 |8 |11 ] 13 x; | 18 | 18 | 19 | 23 | 36

yi | 23 | 41 | 52 | 52 | 43 yi | 61| 65 | 62 | 67 | 87

3) Find the mean values G1(z1,171) and Ga(T2,y2)

5 13 1+4+8411+13 10
flzézlm 521 + +5+ T3y @:%_26@%:22.8
= - and =
23 + 41 4 52 + 52 4 43 10
=13 ay = At 5 TO2TAS 499 Yo =1 > wy; =684
1=1 1=6

4) The line (D) passes through points G1 and Ga and therefore has the
equation y = ax + b where
Go— 7o 68.4—42.2 262
= = =— =17 and
Ty— T, 228-74 154 o
b=19s —aty =68.4—1.7 x 22.8 =29.6
Equation of the two-mean line :

(D) :y=29.6+ 1.7z

14
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5 Non-linear fitting

In some cases, the fit to a linear function is not adequate : a fit of the data to
a non-linear function must be considered. The cases we will consider are those
where a simple transformation can be made to an affine fit.

5.1 Fitting using a hyperbola

The points (z;;y;) are not aligned, but rather close to a certain hyperbola
of of the form

5.1.1 Method

1 calculate z; = —
Yi

)

15



Section 5 5.1 Fitting using a hyperbola

2 determine the equation of the regression line from z to x using the method
of least squares;

3 from the equation obtained z = ax + b , immediately deduce the equation
of the hyperbola

1
Y= +0b
1
Example 11. Fit this point cloud with a hyperbola y = 7
ax

z; | O 1 2 3 4 ) 6 7 8 9

y; | 091 | 0.63 | 047 | 0.38 | 0.32 | 0.27 | 0.24 | 0.21 | 0.19 | 0.18

solution

1) calculate z; = —

z; | 0 1 2 3 4 5 6 7 8 9
z | 1.1 116 |21(26]31|36]|41]46]|51]|56

2) determine the equation of the regression line from z to x using the
method of least squares

1 10
N, =4
10 ; i =45

T =
1 10

Z = — ;= 3.35
z 101;2'

1 10
V(z)=-—> 2?2 —2%=8,25

102':1

_ 1 a0 _—
cov(X,Z) = i Yoimq Tizi — TZ = 4.125

16



Section 5 5.2 Fitting the power function

4.125
8,25

)

So, (D):z=11+0.5x
3) So the fitting is

=05andb=z—az=1.1

then a =

1

Y= 11505z

5.2 Fitting the power function

The points (z;;y;) are not aligned, a power function curve such as

a

y = bx
Note that In(y) = aln(z) + In(b).

5.2.1 Method

1 calculate u; = and v; = Iny;;

2 determine the equation of the regression line from v to w using the least
squares method least squares;

3 From the equation v = Au + B, we can deduce the equation of the power

function
y = bx®
since a = A and b = P
Example 12. Fit this scatter plots using a power function y = bx®

z; | 051 1.5 | 2 2513 35 |4 4.5 )
y; 101105 |14 |27 |51 76| 11.2] 159 | 223 | 28.1

17
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solution

1) calculate calculate u; = Inz and v; = Iny;

u; | —0.69 | 0 0.41 | 0.69 | 091 | 1.1 1.25 | 1.39 | 1.5 | 1.61

v; | —2.3 —0.69 | 0.34 | 1 1.63 | 2.03 | 2.42 | 2.77 | 3.1 | 3.34

2) determine the equation of the regression line from v to u using the method
of least squares

1 10

u = — i = U, ]_

u 1Oi;u 0,817
1 10

b=— > v =1

v 1Oi§1?) 36

1 10
V(u) = 0 ;xffiz = 0,482

1
cov (u,v) = 10 2-121 u;v; — uo = 1.19
1.19
then A = 0482 = 247 and B =9 — At = 1.36 — 2.47 x 0.817 = —0.66

So, (D) : v = —0.66 + 2.47u Since Inb = —0.66s0b = ¢~ -6 = (.52
3) So the fitting is

y = 0.522247

5.3 Fitting by an exponential function
The points (z;;y;) are near a curve of an exponential function of the form
y = bet®
Note that In(y) = ax + In(b).

5.3.1 Method

1 calculate z; = Iny;;

2 determine the equation of the regression line from z to x using the least
squares method least squares;

3 From the equation z = ax + B, we can deduce the equation of the power
function

y = be”
since b = eB

Example 13. Fit this scatter plots using an exponential function y = be®*
z; |1 1.5 |2 25 |3 3.5 |4 4515
v, 1021030506 |07]11]|16)|24]|3.3

18



Section 5 5.4 Fitting using a logarithmic function

solution

1) calculate calculate z; = Iny; ;

z; | 1 1.5 2 2.5 3 3.5 | 4 4.5 5

z; | —1.61 | —1.2 | —0.69 | —0.51 | —0.36 | 0.1 | 0.47 | 0.88 | 1.19

2) determine the equation of the regression line from z to z using the method
of least squares

19
T = — 123
T 91:133
19
F= -3z =019
921
12,
v(x) ==Yz —z° =167
921
1
cov (z,2) = = 2?21 Tiz; — 2z =1.125
11925
thena=~-—— =0,67and B=% — AT = —0.19 — 0.67 x 3 = —2.2

1.67
So, (D):z=-2.2+0.67z Since Inb = —2.2, so :b = e~ %? ~0.11

3) So the fitting is
y = 0.11e0672

5.4 Fitting using a logarithmic function
The points (z;;y;) are near a logarithmic curve of the form

y=0b+alnx

5.4.1 Method

1 calculate z; = Inzy;

19



Section 5 5.4 Fitting using a logarithmic function

2 determine the equation of the regression line from y to z using the least
squares method least squares;

3 From the equation y = az 4+ b, we can deduce the equation of the power
function

y=0b+alnx
Example 14. Fit this scatter plots using a power function y = b + alnx

z; |1 2 3 4 ) 6 7 8 9 10
y; | 1.1]129|44|51|58]65|68| 737778

solution

1) calculate calculate z; = lnx; ;
z | 0 069 | 1.1 | 1.87 | 1.61 | 1.79 | 1.95 | 2.08 | 2.2 | 2.3
yi | 1.1 129 44 | 5.1 5.8 6.5 6.8 7.3 771 7.8

2) determine the equation of the regression line from y to z using the me-
thod of least squares

1 10
z=—> z =151
TP,
1 10
y=— ; = 5.54
Y 10;y
1 10
U(Z)ZTOEZf—22=O485
=1
1 10 -
cov (y, 2) = 75 2i=1 Yi%i — §Z = 1.453
1.453 o
thenA:m=3andB=z—Ax:5.54—3><1.51:1.01

So, (D) :y = 1.01 + 3z Since

20



Section 5 5.4 Fitting using a logarithmic function

3) So the fitting is
(D) :y =1.01 + 3inzx

21
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