
I. INTRODUCTORY CONCEPTS



floating-point arithmetic

Every number is  represented using a (fixed, finite) number of binary digits, usually called bits. A typical 

implementation would represent the number in the form

σ is the sign of the number (±1), denoted by a single bit; 
f is the mantissa or fraction
β is the base of the internal number system, usually binary (β = 2) or hexadecimal (β = 16),
t is the (shifted) exponent, i.e., the value that is actually stored; 
p is the shift required to recover the actual exponent.

32 bits ==> 24 bits for the fraction, 7 bits for the exponent, and a 1 bit for the sign.
Overflow vs underflow

The fraction is also limited

Exercise : Express x=0.1 , y=0.0039 in 32 floating-point arithmetic with binary base and 
calculate z=x+y







Computer language : Fortran
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