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## Preface

This course was given in the first semester of 2020-2021 at the university of M'sila. The text is intended for the students of $M_{2}$. The main theme of this course is to give an introduction to the non linear summing operators in the domain of "the non linear geomerty of Banach spaces". We treat and study in chapter I, the Lipschitz functions between metric spaces and the Lipschitz dual space of a metric space. This space is a conjugate Banach space. We study the predual and their properties. Chapter two is devote to the notion of Lipschitz $p$-summing functions introduced by Farmer and Johnson. We end this by giving the non linear Grothendieck's theorem. In chapter three, We introduce and studied some other classes of summability and their connections. I have tried to make this course fairly complete and comprehensive. For this, I recommend essentially the excellent book of Weaver and the papers of Farmer-Johnson and Godfroy-Kalton.

## CHAPTER 1

## The Space $\operatorname{Lip}_{0}(X)$

## 1. Lipschitz Functions

1.1. Metric Spaces. The notion of metric spaces was formalized by Maurice Fréchet in his thesis "Doctorat d'Etat" in 1906 (see, "Sur quelques points du calcul fonctionnel", Rendic. Circ. Mat. Palermo 22 (1906) 1-74) and was among the first who used the word space. A good reference for this is the book of weaver Wea99].

Definition 1. Let $X$ be a non empty set. We say that d is a distance on $X$ if $d$ is an application from $X^{2}$ into $\mathbb{R}_{+}$such that for all $x, y, z$ in $X$, we have
(i) $\mathrm{d}(x, y)=0 \Longleftrightarrow x=y \quad$ (separation),
(ii) $\mathrm{d}(x, y)=d(y, x) \quad$ (symmetry),
(iii) $\mathrm{d}(x, z) \leq d(x, y)+d(y, z) \quad$ (triangular inequality).

The space $X$ equipped with d is called metric space $(X, d)$.
Definition 2. Let ( $X, \mathrm{~d}, \mathrm{e}$ ) be a pointed metric space, i.e., a metric space $(X, \mathrm{~d})$ with a distinguished or neutral element e (a fixed point in $X$ which is taken to be the zero element if $X$ is a normed space). We denote by $\mathcal{M}_{0}$ the class of complete pointed metric spaces.

We now give some particular metric spaces
Definition 3. Let $(X, \mathrm{~d})$ be a metric space. One say that d
(1) is ultrametric if it satisfies for all $(x, y, z) \in X^{3}$

$$
\begin{equation*}
\mathrm{d}(x, y) \leq \max (\mathrm{d}(x, z), \mathrm{d}(y, z)) \tag{1.1}
\end{equation*}
$$

We can see that any triangle in $X$ is isosceles,
(2) satisfies the four point condition $(4 P C)$ or is additive or is 0 -hyperbolic if, for any $(x, y, u, v)$ in $X^{4}$ (not necessarily distinct) we have

$$
\begin{equation*}
\mathrm{d}(x, y)+\mathrm{d}(u, v) \leq \max \{\mathrm{d}(x, u)+\mathrm{d}(y, v), \mathrm{d}(x, v)+\mathrm{d}(y, u)\}, \tag{1.2}
\end{equation*}
$$

Note that if d satisfies the (4PC) then one of the sums must be less or equal than the other which must be equal (argue by contradiction that one of the sums is strictly larger than the other two),
(3) satisfies Reshetnyak's inequality if, for any $(x, y, u, v)$ in $X$ we have

$$
\begin{equation*}
\mathrm{d}^{2}(x, y)+\mathrm{d}^{2}(u, v) \leq \mathrm{d}^{2}(x, u)+\mathrm{d}^{2}(y, v)+\mathrm{d}^{2}(x, v)+\mathrm{d}^{2}(y, u) . \tag{1.3}
\end{equation*}
$$

The inequality (1.1) is called strong triangle inequality or ultrametric inequality. Sometimes the ultrametric is also called a super-metric. We observe that in the ultrametric space $X$ all triangles are isosceles with the two equal sides at least as long as the third side. To see this, consider $x, y, z \in(X, \mathrm{~d})$ with $\mathrm{d}(y, z) \geq \mathrm{d}(x, z)$ and suppose

$$
\mathrm{d}(x, y) \leq \max (\mathrm{d}(x, z), \mathrm{d}(y, z)) .
$$

Then $\mathrm{d}(x, z)=\mathrm{d}(y, z)$ because otherwise

$$
\mathrm{d}(y, z)>\mathrm{d}(x, z) \Longrightarrow \mathrm{d}(y, z)>\max (\mathrm{d}(x, y), d(x, z))
$$

Remark 1. Let $(X, \mathrm{~d})$ be a metric space.
(1) If $(X, \mathrm{~d})$ is ultrametric then $(Y, \mathrm{~d} / Y)$ is ultrametric for any $Y \subset X$.
(2) If $\left(X_{1}, \mathrm{~d}_{1}\right), \ldots,\left(X_{n}, \mathrm{~d}_{n}\right)$ are ultrametric spaces then the cartesian product $X_{1} \times \ldots \times X_{n}$ is ultrametric with respect to

$$
\mathrm{d}\left(\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)=\max \left(\mathrm{d}_{1}\left(x_{1}, y_{1}\right), \ldots, \mathrm{d}_{n}\left(x_{n}, y_{n}\right)\right) .
$$

(3) Isosceles triangles. If a triangle in $(X, d)$ has sides (distances between vertices) $a \leq b \leq c$, then $b=c$.
(4) Radius $\geq$ diameter. For any ball its radius is greater or equal to its diameter.

Proposition 1. Ultrametric $\Longrightarrow(4 P C) \Longrightarrow$ Reshetnyak's inequality.
Proof. Second implication AO10. Suppose the elements $x_{1}, x_{2}, x_{3}, x_{4}$ of a metric space $(X, d)$ satisfy

$$
d\left(x_{1}, x_{2}\right)+d\left(x_{3}, x_{4}\right) \leq \max \left\{d\left(x_{1}, x_{3}\right)+d\left(x_{2}, x_{4}\right), d\left(x_{1}, x_{4}\right)+d\left(x_{2}, x_{3}\right)\right\},
$$

and show that

$$
d\left(x_{1}, x_{2}\right)^{2}+d\left(x_{3}, x_{4}\right)^{2} \leq d\left(x_{1}, x_{3}\right)^{2}+d\left(x_{2}, x_{4}\right)^{2}+d\left(x_{1}, x_{4}\right)^{2}+d\left(x_{2}, x_{3}\right)^{2} .
$$

By scaling and relabeling, we can assume that

$$
d\left(x_{1}, x_{2}\right)+d\left(x_{3}, x_{4}\right)=1 \leq d\left(x_{1}, x_{3}\right)+d\left(x_{2}, x_{4}\right) .
$$

Let $a=d\left(x_{1}, x_{2}\right), b=d\left(x_{1}, x_{3}\right)$. Then

$$
d\left(x_{3}, x_{4}\right)=1-a, \quad d\left(x_{2}, x_{4}\right) \geq 1-b .
$$

And furthermore

$$
d\left(x_{1}, x_{4}\right) \geq\left|d\left(x_{1}, x_{3}\right)-d\left(x_{3}, x_{4}\right)\right|=|a+b-1|,
$$

and

$$
d\left(x_{2}, x_{3}\right) \geq\left|d\left(x_{1}, x_{2}\right)-d\left(x_{1}, x_{3}\right)\right|=|a-b| .
$$

Thus, it suffices to show that, for any $a \in[0,1]$ and $b>0$,

$$
a^{2}+(1-a)^{2} \leq b^{2}+(1-b)^{2}+(a+b-1)^{2}+(a-b)^{2} .
$$

This inequality is easily verified because it is equivalent to $(2 b-1)^{2} \geq 0$. The reciprocal is false.
The 4PC is stronger than the triangle inequality (take $u=v$ ), but the ultrametric is stronger than the 4PC God07. In fact we have, $d(x, y)+$ $d(u, v)=d(x, u)+d(y, v)$ or $d(x, v)+d(y, u)$. Indeed, suppose that

$$
d(x, y)+d(u, v)<\max \{d(x, u)+d(y, v), d(x, v)+d(y, u)\}
$$

and

$$
d(x, u)+d(y, v) \leq d(x, v)+d(y, u) .
$$

We have

$$
d(x, u)+d(y, v) \leq \max \{d(x, y)+d(u, v), d(x, v)+d(u, y)\}
$$

and

$$
\begin{aligned}
d(x, y)+d(u, v) & <d(x, u)+d(y, v) \\
& \leq \max \{d(x, y)+d(u, v), d(x, v)+d(u, y)\} \\
& \leq d(x, y)+d(u, v)
\end{aligned}
$$

This implies

$$
d(x, y)+d(u, v)<d(x, y)+d(u, v)
$$

or

$$
d(x, v)+d(y, u)>d(x, y)+d(u, v)
$$

and hence $d(x, y)+d(u, v)=d(x, y)+d(u, v)$.
1.2. Product of Metric Spaces. We interest to $\mathcal{M}_{o}$.

Definition 4. Let $\left\{\left(X_{i}, d_{i}, \mathrm{e}_{i}\right), i \in I\right\}$ be a family of metric spaces in $\mathcal{M}_{o}$. We can define by $\left(\prod^{\infty} X_{i}, d, \mathrm{e}\right)$ the set of elements $x=\left(x_{i}\right)$ such that $\sup _{i \in I} d_{X_{i}}\left(x_{i}, \mathrm{e}_{i}\right)<\infty$, with the metric

$$
d(x, y)=\sup _{i \in I} d_{i}\left(x_{i}, y_{i}\right)
$$

and the distinguished point $\mathrm{e}=\left(\mathrm{e}_{i}\right)_{i \in I}$.
We have $\left(\prod^{\infty} X_{i}, d, \mathrm{e}\right) \in \mathcal{M}_{o}$.
Example 1. The product $\prod^{\infty} \mathbb{R}$ is $l^{\infty}(\mathbb{R})$.
1.3. Lipschitz functions. The natural morphism between metric spaces are Lipschitz functions like linear operators between Banach spaces. In mathematical analysis, Lipschitz continuity, named after Rudolf Lipschitz, is a strong form of uniform continuity for functions.

Definition 5. A map $f:\left(X, \mathrm{~d}_{X}\right) \longrightarrow\left(Y, \mathrm{~d}_{Y}\right)$ between two metric spaces is called Lipschitz if there is a positive constant $C$ such that

$$
\forall x, y \in X, \quad \mathrm{~d}_{Y}(f(x), f(y)) \leq C \mathrm{~d}_{X}(x, y) .
$$

If $C=1$, the map is called nonexpansive (and contraction if $C<1$ ).
For a Lipschitz map $f$, we define its Lipschitz constant by

$$
\|f\|_{\text {Lip }}=\operatorname{Lip}(f):=\sup _{x \neq y} \frac{\mathrm{~d}_{Y}(f(x), f(y))}{\mathrm{d}_{X}(x, y)}=
$$

$\inf \{C: C$ verifying the above inequality $\}$
Let $\left(X, \mathrm{e}_{X}, \mathrm{~d}_{X}\right),\left(Y, \mathrm{e}_{Y}, \mathrm{~d}_{Y}\right)$ be pointed metric spaces. We say a map $f:\left(X, \mathrm{e}_{X}, \mathrm{~d}_{X}\right) \longrightarrow\left(Y, \mathrm{e}_{Y}, \mathrm{~d}_{Y}\right)$ preserves distinguished point if $f\left(\mathrm{e}_{X}\right)=\mathrm{e}_{Y}$.

Definition 6. Let $\left(X, \mathrm{~d}_{X}\right),\left(Y, \mathrm{~d}_{Y}\right)$ be two metric spaces. A map $f$ : $\left(X, \mathrm{~d}_{X}\right) \longrightarrow\left(Y, \mathrm{~d}_{Y}\right)$ is called bi-Lipschitz or quasi-isometry, if $f$ is bijective $($ one-to-one $=$ injective, and onto $=$ surjective $)$ and both $f, f^{-1}$ are Lipschitz.

In this case $X$ and $Y$ are called
(1)- Lipschitz isomorphic or Lipschitz homeomorphic (Nigel Kalton)
or
(2)- Quasi-isometric (Nik Weaver).

A bi-Lipschitz function $f$ is an isometry if

$$
\forall x, y \in X, \quad \mathrm{~d}_{Y}(f(x), f(y))=d_{X}(x, y) .
$$

In the theory of the nonlinear geometry of Banach spaces, the linear isomorphisms are replaced by bi-Lipschitz maps, the isometric isomorphism correspond exactly isometric.

Proposition 2. Let $X, Y$ and $Z$ be metric spaces and let $f:\left(X, \mathrm{~d}_{X}\right) \longrightarrow$ $\left(Y, \mathrm{~d}_{Y}\right), g:\left(Y, \mathrm{~d}_{Y}\right) \longrightarrow\left(Z, \mathrm{~d}_{Z}\right)$ be Lipschitz maps. Then $g \circ f:\left(X, \mathrm{~d}_{X}\right) \longrightarrow$ $\left(Z, \mathrm{~d}_{Z}\right)$ is Lipschitz and $\operatorname{Lip}(g \circ f) \leq \operatorname{Lip}(g) \operatorname{Lip}(f)$.

Proof. For $x, y$ in $X$, we have

$$
\begin{aligned}
d_{Z}(g \circ f(x), g \circ f(y)) & \leq \operatorname{Lip}(g) \mathrm{d}_{Y}(f(x), f(y)) \\
& \leq \operatorname{Lip}(g) \operatorname{Lip}(f) \mathrm{d}_{X}(x, y)
\end{aligned}
$$

and this shows the proposition.
Theorem 1. Let $X_{0}, Y_{0}$ be metric spaces and let $X, Y$ be their completions. Let $f_{0}: X_{0} \longrightarrow Y_{0}$ be Lipschitz. Then $f$ has a unique Lipschitz extension $f: X \longrightarrow Y$ such that $\operatorname{Lip}(f)=\operatorname{Lip}\left(f_{0}\right)$.

Proof. Since Lipschitz functions are continuous and $X_{0}$ is dense in $X$, there is at most one Lipschitz extension. Consider $x$ in $X \backslash X_{0}$ and put

$$
f(x)=\lim f_{0}\left(x_{n}\right)
$$

where $x$ is a Cauchy sequence in $X_{0}$ such that $x_{n} \longrightarrow x$. We have $\operatorname{Lip}(f)=$ $\operatorname{Lip}\left(f_{0}\right)$. Indeed

$$
\begin{aligned}
\mathrm{d}_{Y}(f(x), f(y)) & =\mathrm{d}_{Y}\left(\lim f_{0}\left(x_{n}\right), \lim f_{0}\left(y_{n}\right)\right) \\
& =\lim _{Y} \mathrm{~d}\left(f_{0}\left(x_{n}\right), f_{0}\left(y_{n}\right)\right) \\
& \leq \lim \operatorname{Lip}\left(f_{0}\right) \mathrm{d}_{X}\left(x_{n}, y_{n}\right) \\
& \leq \operatorname{Lip}\left(f_{0}\right) \mathrm{d}_{X}(x, y) .
\end{aligned}
$$

This implies that $\operatorname{Lip}(f) \leq \operatorname{Lip}\left(f_{0}\right)$. For the converse, consider the following diagram

and we have in the first part

$$
\begin{aligned}
\operatorname{Lip}\left(i_{Y} \circ f_{0}\right) & =\sup _{x \neq y} \frac{\mathrm{~d}_{Y}\left(i_{Y} \circ f_{0}(x), i_{Y} \circ f_{0}(y)\right)}{\mathrm{d}_{X}(x, y)} \\
& =\sup _{x \neq y} \frac{\mathrm{~d}_{Y_{0}}\left(f_{0}(x), f_{0}(y)\right)}{\mathrm{d}_{X}(x, y)} \\
& =\operatorname{Lip}\left(f_{0}\right)
\end{aligned}
$$

and in the second part

$$
\operatorname{Lip}\left(i_{Y} \circ f_{0}\right)=\operatorname{Lip}\left(f \circ i_{X}\right) \leq \operatorname{Lip}(f)
$$

This implies that $\operatorname{Lip}\left(f_{0}\right) \leq \operatorname{Lip}(f)$ and this completes the proof.
Proposition 3. Let $(X, d)$ be metric space. For Lipschitz functions $f, g:(X, \mathrm{~d}) \longrightarrow \mathbb{R}$ and scalar $a \in \mathbb{R}$, the Lipschitz constant has the properties
(a) $\operatorname{Lip}(f+g) \leq \operatorname{Lip}(f)+\operatorname{Lip}(g)$
(b) $\operatorname{Lip}(a f)=|a| \operatorname{Lip}(f)$
(c) $\operatorname{Lip}(\min (f, g)$ or $\max (f, g)) \leq \max (\operatorname{Lip}(f), \operatorname{Lip}(g))$
where $\min (f, g)$ (resp. $\max (f, g))$ denotes the pointwise minimum (resp. maximum) of the functions $f$ and $g$.

Proof. (a) and (b) are obvious. For $(c)$, let $h=\max (f, g)$ and fix $x, y$ in $X$. Let $C=\max (\operatorname{Lip}(f), \operatorname{Lip}(g))$. Without loss of generality suppose $h(x) \geq h(y)$ and $h(x)=f(x)$. Then

$$
h(x)-h(y) \leq f(x)-f(y) \leq C d(x, y) .
$$

Taking the sup over $x, y$ in $X$, we obtain $\operatorname{Lip}(g) \leq C$. From the formula $\min (f, g)=-\max (-f,-g)$, we get the second inequality.

Proposition 4. Let $X, Y$ be metric spaces and let $f$ and $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ be Lipschitz functions from $X$ to $Y$. Suppose that $f_{n} \longrightarrow f$ pointwise. Then

$$
\operatorname{Lip}(f) \leq \sup _{n} \operatorname{Lip}\left(f_{n}\right)
$$

Proof. Let $x, y$ be in $X$. We have

$$
\begin{aligned}
d_{Y}(f(x), f(y)) & =\lim _{n \longrightarrow \infty} d_{Y}\left(f_{n}(x), f_{n}(y)\right) \\
\frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)} & =\lim _{n \longrightarrow \infty} \frac{d_{Y}\left(f_{n}(x), f_{n}(y)\right)}{d_{X}(x, y)} \\
\sup _{x \neq y} \frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)} & =\sup _{x \neq y} \lim _{n \longrightarrow \infty} \frac{d_{Y}\left(f_{n}(x), f_{n}(y)\right)}{d_{X}(x, y)} \\
& \leq \sup _{x \neq y} \sup _{n} \frac{d_{Y}\left(f_{n}(x), f_{n}(y)\right)}{d_{X}(x, y)}
\end{aligned}
$$

by permitting the sup, we obtain the result.
Corollary 1. If $\sum_{n \geq 0} f_{n}$ converges pointwise then $\operatorname{Lip}\left(\sum_{n \geq 0} f_{n}\right) \leq \sum_{n \geq 0} \operatorname{Lip}\left(f_{n}\right)$.
Proof. Let $g_{n}=\sum_{i=1}^{n} f_{i}$ and $f=\sum_{n \geq 0} f_{n}$. then $g_{n} \longrightarrow f$ pointwise and $\operatorname{Lip}\left(g_{n}\right) \leq \sum_{i=1}^{n} \operatorname{Lip}\left(f_{i}\right)$. So By Proposition 4 we have

$$
\begin{aligned}
\operatorname{Lip}(f) & \leq \sup _{\operatorname{Lip}}\left(g_{n}\right) \\
& \leq \sum_{i=1}^{\infty} \operatorname{Lip}\left(f_{i}\right)
\end{aligned}
$$

and this ends the proof.
Proposition 5. Let $X$ be a metric space and let $f, g: X \longrightarrow \mathbb{R}$ be Lipschitz maps. Then
(a) $\operatorname{Lip}(f g) \leq\|f\|_{\infty} \operatorname{Lip}(g)+\|g\|_{\infty} \operatorname{Lip}(f)$,
(b) $\operatorname{Lip}\left(\frac{1}{f}\right) \leq \frac{\operatorname{Lip}(f)}{\epsilon^{2}}$, if $|f(x)| \geq \epsilon>0$ for all $x \in X$.

If $\operatorname{diam}(X)<\infty$, then the product of any two scalar valued Lipschitz functions is Lipschitz.

Proof. (a) For all $x, y \in X$, we have

$$
\begin{aligned}
|f g(x)-f g(y)| & \leq|f(x)||g(x)-g(y)|+|g(y)||f(x)-f(y)| \\
& \leq\|f\|_{\infty} \operatorname{Lip}(g)+\|g\|_{\infty} \operatorname{Lip}(f)
\end{aligned}
$$

(b) For all $x, y \in X$, we have

$$
\begin{aligned}
\left|\frac{1}{f(x)}-\frac{1}{f(y)}\right| & =\frac{|f(x)-f(y)|}{|f(x) f(y)|} \\
& \leq \frac{1}{\epsilon^{2}} \operatorname{Lip}(f) d(x, y)
\end{aligned}
$$

Then $\operatorname{Lip}\left(\frac{1}{f}\right) \leq \frac{\operatorname{Lip}(f)}{\epsilon^{2}}$.
Proposition 6. Let $\left(X, d_{X}\right),\left(X_{i}, d_{i}\right) \quad(i \in I)$ be metric spaces in $\mathcal{M}_{0}$. For each $i$ in $I$, let $f_{i}: X \longrightarrow X_{i}$ be a Lipschitz map which preserves distinguished point. Suppose that $\operatorname{supLip}\left(f_{i}\right)<\infty$. Then, the the product $i \in I$ map $f: X \longrightarrow \prod^{\infty} X_{i}$ satisfies $\operatorname{Lip}(f):=\operatorname{suphip}_{i \in I}\left(f_{i}\right)$.

Proof. Let $x$ be in $X$. We prove that $\left(f_{i}(x)\right) \in \prod^{\infty} X_{i}$. We have

$$
\begin{array}{ll}
\operatorname{supd}_{i \in I}\left(f_{i}(x), e_{i}\right) & =\operatorname{supd}_{i \in I}\left(f_{i}(x), f_{i}(e)\right) \\
\left(\mathrm{d}=\operatorname{supd}_{i \in I}\right) & \leq \operatorname{supLip}_{i \in I}\left(f_{i}\right) \mathrm{d}(x, e) \\
& <\infty .
\end{array}
$$

For $x, y$ in $X$. We have by definition

$$
\frac{d(f(x), f(y))}{d(x, y)}=\sup _{i \in I} \frac{d_{i}\left(f_{i}(x), f_{i}(y)\right)}{d(x, y)}
$$

and hence

$$
\begin{aligned}
\sup _{x \neq y} \frac{\mathrm{~d}(f(x), f(y))}{\mathrm{d}(x, y)} & =\operatorname{supsup}_{x \neq y} \frac{\mathrm{~d}_{i}\left(f_{i}(x), f_{i}(y)\right)}{\mathrm{d}(x, y)} \\
& =\operatorname{supsup}_{i \in I} \frac{\mathrm{~d}_{i \not{ }( }\left(f_{i}(x), f_{i}(y)\right)}{\mathrm{d}(x, y)} \\
& =\sup _{i \in I} \\
& =\operatorname{sip}_{i}\left(f_{i}\right)
\end{aligned}
$$

This implies that $\operatorname{Lip}(f):=\sup _{i \in I} \operatorname{Lip}\left(f_{i}\right)$; and we obtain the result.
1.4. Extending Lipschitz maps. We give the nonlinear Hahn-Banach theorem.

Theorem 2 (Nonlinear Hahn-Banach theorem, McShane-Whitney extension theorem). Let $E$ be a subset of a metric space ( $X, \mathrm{~d}$ ) and let $f$ : $E \longrightarrow l_{\infty}(I)$ be a Lipschitz function. Then $f$ can be extended to a Lipschitz function $\widetilde{f}: X \longrightarrow l_{\infty}(I)$ with the same Lipschitz constant (we say that $l_{\infty}(I)$ is 1-injective).

Proof. By considering each coordinate separately, it suffices to prove that for $\mathbb{R}$ instead of $l_{\infty}(I)$. Fix $z$ in $X-E$. We must find a value for $\widetilde{f}(z)$ such that for all $x$ in $E$

$$
|\widetilde{f}(z)-f(x)| \leq \operatorname{Lip}(f) \mathrm{d}(x, z), \quad \forall x \in E
$$

or equivalently

$$
f(y)-\operatorname{Lip}(f) \mathrm{d}(y, z) \leq \widetilde{f}(z) \leq f(x)+\operatorname{Lip}(f) \mathrm{d}(x, z), \quad \forall y \in E
$$

hence

$$
\sup _{y \in E}(f(y)-\operatorname{Lip}(f) \mathrm{d}(y, z)) \leq \widetilde{f}(z) \leq \inf _{x \in E}(f(x)+\operatorname{Lip}(f) \mathrm{d}(x, z))
$$

It is possible because for all $x, y$ in $E$, we have

$$
f(x)-f(y) \leq \operatorname{Lip}(f) \mathrm{d}(x, y) \leq \operatorname{Lip}(f)(\mathrm{d}(x, z)+\mathrm{d}(y, z)) .
$$

Define the function $\widetilde{f}: X \longrightarrow \mathbb{R}$ by the formula

$$
\tilde{f}(z)=\inf _{x \in E}(f(x)+\operatorname{Lip}(f) \mathrm{d}(x, z))
$$

To see that this function satisfies the results, fix an arbitrary $x_{0} \in E$. Then, for any $x \in E$

$$
\begin{aligned}
f\left(x_{0}\right)-f(x) & \leq \operatorname{Lip}(f) \mathrm{d}\left(x_{0}, x\right) \\
& \leq \operatorname{Lip}(f)\left(\mathrm{d}\left(x_{0}, z\right)+\mathrm{d}(z, x)\right) .
\end{aligned}
$$

This implies (that $f(x)+\operatorname{Lip}(f) \mathrm{d}(x, z)$ is bounded below)

$$
f\left(x_{0}\right)-\operatorname{Lip}(f) \mathrm{d}\left(x_{0}, z\right) \leq f(x)+\operatorname{Lip}(f) \mathrm{d}(x, z) .
$$

So $\widetilde{f}(z)$ is well-defined. Also, if $z \in E$, the above shows that $\widetilde{f}(z)=f(z)$. Finally (by definition of the inf), for $z, y \in X$ and $\epsilon>0$, choose $x_{z} \in E$ such that

$$
\begin{aligned}
\widetilde{f}(z) & \geq f\left(x_{z}\right)+\operatorname{Lip}(f) \mathrm{d}\left(z, x_{z}\right)-\epsilon \\
-\widetilde{f}(z) & \leq-f\left(x_{z}\right)-\operatorname{Lip}(f) \mathrm{d}\left(z, x_{z}\right)+\epsilon
\end{aligned}
$$

Then

$$
\begin{aligned}
\tilde{f}(y)-\tilde{f}(z) & \leq f\left(x_{z}\right)+\operatorname{Lip}(f) \mathrm{d}\left(y, x_{z}\right)-f\left(x_{z}\right)-\operatorname{Lip}(f) d\left(z, x_{z}\right)+\epsilon \\
& \leq \operatorname{Lip}(f) \mathrm{d}(y, z)+\epsilon
\end{aligned}
$$

Thus, we see that $\tilde{f}$ is indeed $\operatorname{Lip}(f)$-Lipschitz.
Theorem 3 (Kuratowski-Fréchet). Every metric space ( $X, \mathrm{~d}$ ) is isometric to a subset of $l_{\infty}(I)$ for some set $I$. If $X$ is separable, then $(X, d)$ is isometric to a subset of $l_{\infty}(\mathbb{N})$.

Proof. Let $X$ be in $\mathcal{M}_{0}$. Consider $x_{0}$ in $X$ and define

$$
f: X \longrightarrow l_{\infty}(X)
$$

by

$$
\begin{array}{ll}
f(x)(y) & =\mathrm{d}(x, y)-\mathrm{d}\left(y, x_{0}\right) \\
f(x) & =\left(\mathrm{d}(x, y)-\mathrm{d}\left(y, x_{0}\right)\right)_{y \in X} \\
\|f(x)\|_{l_{\infty}(X)} & \leq \mathrm{d}\left(x, x_{0}\right) .
\end{array}
$$

We have

$$
\begin{aligned}
\mathrm{d}\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) & =\sup _{y \in X}\left|f\left(x_{1}\right)(y)-f\left(x_{2}\right)(y)\right| \\
& =\sup _{y \in X}\left|\mathrm{~d}\left(x_{1}, y\right)-\mathrm{d}\left(x_{2}, y\right)\right| \\
& \leq \mathrm{d}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

In the other hand if we take $y=x_{2}$, we have

$$
\mathrm{d}\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \geq \mathrm{d}\left(x_{1}, x_{2}\right) .
$$

This implies that $d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)=d\left(x_{1}, x_{2}\right)$ and hence $f$ is an isometry. By Frechet's embedding, $(X, \mathrm{~d})$ is isometric to a subspace of $l_{\infty}(\mathbb{N})$. Fix $x_{0}$ in $X$

$$
\begin{aligned}
f: & X \\
x & \longmapsto l_{\infty}(\mathbb{N}) \\
& \longmapsto\left(\mathrm{d}\left(x, x_{n}\right)-\mathrm{d}\left(x_{0}, x_{n}\right)\right)_{n \in \mathbb{N}}
\end{aligned}
$$

where $\left(x_{n}\right)$ is the subset dense in $X$. We have in the first part

$$
\begin{aligned}
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\|_{l_{\infty}(\mathbb{N})} & =\sup _{n \in \mathbb{N}}\left|\mathrm{~d}\left(x_{1}, x_{n}\right)-\mathrm{d}\left(x_{2}, x_{n}\right)\right| \\
& \leq \operatorname{supd}_{n \in \mathbb{N}}\left(x_{1}, x_{2}\right) \\
& \leq \mathrm{d}\left(x_{1}, x_{2}\right)
\end{aligned}
$$

and in the second part

$$
\begin{aligned}
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\|_{l_{\infty}(\mathbb{N})} & =\sup _{n \in \mathbb{N}}\left|\mathrm{~d}\left(x_{1}, x_{n}\right)-\mathrm{d}\left(x_{2}, x_{n}\right)\right| \\
& =\sup _{x \in X}\left|\mathrm{~d}\left(x_{1}, x\right)-\mathrm{d}\left(x_{2}, x\right)\right| \\
\text { (we take } \left.x=x_{2}\right) & \geq d\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

The theorem is proved.

Linear
Banach space
isometric isomorphism
topological isomorphism bi-Lipschitz or quasi-isometric
1.5. Retract spaces. The notion of Lipschitz retract in metric spaces is like the linear projection in Banach spaces.

Definition 7. Let $X$ be a metric space and let $E$ be a subspace of $X$. A Lipschitz map $p: X \longrightarrow E$ is called a Lipschitz retraction if $p / E=\mathrm{Id}$. In this case, we say that $E$ is a Lipschitz retract of $X$. A metric space $E$ is called an absolute Lipschitz retract if it is a Lipschitz retract of every metric space containing it.

Proposition 7. Let $Y$ be a metric space. Then, the following properties are equivalent.
(i) The space $Y$ is an absolute retract space.
(ii) For every metric space $X$, for every subset $E \subset X$ and for every Lipschitz function $f: E \longrightarrow Y$ can be extended to a Lipschitz function $\widetilde{f}: X \longrightarrow Y$.

(iii) For every metric space $Z$ containing $Y$ and for every metric space $F$, then every Lipschitz function $f: Y \longrightarrow F$ can be extended to a Lipschitz function $\tilde{f}: Z \longrightarrow F$.


Proof. (iii) or (ii) $\Longrightarrow$ (i) We take $F=Y$ and $f=i d_{Y}$ or $E=Y$ and $f=i d_{Y}$.
(i) $\Longrightarrow$ (iii) $\tilde{f}=f \circ p$ is the extension by the following diagram

(i) $\Longrightarrow$ (ii) By the last exercise $Y$ can be regarded as a subspace of $l_{\infty}(Y)$. Hence there is a Lipschitz retraction $p: l_{\infty}(Y) \longrightarrow Y$. Let $k \circ f: E \longrightarrow l_{\infty}(Y)$ be a Lipschitz function. By Proposition 2, there is a Lipschitz extension $f^{\prime}: X \longrightarrow l_{\infty}(Y)$. If we take $\widetilde{f}=p \circ f^{\prime}$, we prove this implication

and we end the proof of the proposition.

## 2. Lipschitz Spaces

Definition 8. (a) Let ( $X, \mathrm{~d}$ ) be a metric space. Then $\operatorname{Lip}(X)$ is the space of all bounded scalar valued Lipschitz functions on $X$ with the norm

$$
\|f\|_{L}=\max \left\{\|f\|_{\infty}, \operatorname{Lip}(f)\right\}
$$

Let now (X, d, e) be a pointed metric space with a distinguished "base point" $e$ which is fixed in advance. We denote by $\operatorname{Lip}_{0}(X)$ the space of all bounded scalar valued Lipschitz mappings on $X$, vanishing at e with the norm

$$
\operatorname{Lip}(f):=\sup _{x \neq y} \frac{\mathrm{~d}_{Y}(f(x), f(y))}{\mathrm{d}_{X}(x, y)}
$$

The spaces $\operatorname{Lip}(X)$ and $\operatorname{Lip}_{0}(X, Y)$ become Banach spaces. We put

$$
X^{\#}=\operatorname{Lip}_{0}(X)=\operatorname{Lip}_{0}(X, \mathbb{R})
$$

This Banach space of Lipschitz functions is called also Lipschitz dual. It has been used by various mathematicians as a framework to extend results from linear functional analysis to the nonlinear case. We denote by $\widetilde{X}=$ $\left\{(x, y) \in X^{2}: x \neq y\right\}$.

Proposition 8. Let $(X, e, d)$ be a pointed metric space. The space $\left(\operatorname{Lip}_{0}(X), \operatorname{Lip}().\right)$ is a Banach space.

Proof. 1. One verify that $\operatorname{Lip}($.$) is a norm on \operatorname{Lip}_{0}(X)$. Let $f$ be in $\operatorname{Lip}_{0}(X)$, we have

$$
\begin{aligned}
& \operatorname{Lip}(f)=0 \\
\Longleftrightarrow & \forall(x, y) \in \widetilde{X}, \frac{|f(x)-f(y)|}{\mathrm{d}(x, y)}=0 \\
\Longleftrightarrow & \forall(x, y) \in X, f(x)=f(y)
\end{aligned}
$$

This implies that $f$ is constant, As $f(e)=0$, thus $f \equiv 0$. Consider $f, g$ in $\operatorname{Lip}_{0}(X)$. We have

$$
\begin{aligned}
& \operatorname{Lip}(f+g) \\
= & \sup _{x \neq y} \frac{|f(x)+g(x)-(f(y)+g(y))|}{\mathrm{d}(x, y)} \\
\leq & \sup _{x \neq y} \frac{|f(x)-f(y)|+|g(x)-g(y)|}{\mathrm{d}(x, y)} \\
\leq & \sup _{x \neq y} \frac{|f(x)-f(y)|}{\mathrm{d}(x, y)}+\sup _{x \neq y} \frac{|g(x)-g(y)|}{\mathrm{d}(x, y)} \\
\leq & \operatorname{Lip}(f)+\operatorname{Lip}(g) .
\end{aligned}
$$

Let $f$ be in $\operatorname{Lip}_{0}(X)$ and $\lambda$ be in $\mathbb{R}$. One have

$$
\begin{aligned}
\operatorname{Lip}(\lambda f) & =\sup _{x \neq y} \frac{|\lambda f(x)-\lambda f(y)|}{\mathrm{d}(x, y)} \\
& =\sup _{x \neq y} \frac{|\lambda||f(x)-f(y)|}{\mathrm{d}(x, y)} \\
& =\lambda \operatorname{Lip}(f) .
\end{aligned}
$$

This means that $\left(\operatorname{Lip}_{0}(X), \operatorname{Lip}().\right)$ is a normed space.
We prove now that $\left(\operatorname{Lip}_{0}(X), \operatorname{Lip}().\right)$ is a Banach space.
We use this: normed vector space is complete if, and only if, every absolutely convergent sequence ${ }^{1}$ ) converges. Indeed, the forward direction of this is easy. To prove the reverse direction, let $\left(g_{n}\right)$ be any Cauchy sequence; we must show that it converges. Passing to a subsequence, we may assume that $g_{n+1}-g_{n} \leq \frac{1}{2^{-n}}$ for all $n$. Then define $f_{1}=g_{1}$ and, for $n>1, f_{n}=g_{n}-g_{n-1}$. Evidently $f_{n}^{2}$ is absolutely convergent, and since its $n$-th partial sum is just $g_{n}$, the implication "absolutely convergent implies convergent" now entails that $\left(g_{n}\right)$ converges.
Let $\left(f_{n}\right)$ be a sequence in $\operatorname{Lip}_{0}(X)$ such that $\sum_{n=1}^{\infty} \operatorname{Lip}\left(f_{n}\right)<\infty$. For any $x \in$ $X$ we have $\left|f_{n}(x)\right| \leq \operatorname{Lip}\left(f_{n}\right) \mathrm{d}(x, e)<\infty$. Thus $\left(f_{n}\right)$ converges pointwise, and the sum $f$ is Lipschitz by Proposition [4. Letting $g_{n}=\sum_{k=1}^{n} f_{k}$ be the $n$-th partial sum, we have

$$
\operatorname{Lip}\left(f-g_{n}\right)=\operatorname{Lip}\left(\sum_{k=n+1}^{\infty} f_{k}\right) \leq \sum_{k=n+1}^{\infty} \operatorname{Lip}\left(f_{k}\right) \rightarrow 0 .
$$

This shows that the series $f_{n}$ converges to $f$ in $\operatorname{Lip}_{0}(X)$. By the above, we conclude that $\operatorname{Lip}_{0}(X)$ is complete.
Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ a Cauchy sequence in $\operatorname{Lip}_{0}(X)$. We have

$$
\forall \epsilon>0 \quad \exists n_{0} \in \mathbb{N}: \forall m, n \geq n_{0} ; \quad \operatorname{Lip}\left(f_{m}-f_{n}\right) \leq \epsilon
$$

$\operatorname{Lip}\left(f_{m}-f_{n}\right)=\sup _{x \neq y} \frac{\left|\left(f_{m}(x)-f_{m}(y)\right)-\left(f_{n}(x)-f_{n}(y)\right)\right|}{\mathrm{d}(x, y)} \leq \epsilon$.
So, for every $x \in X \quad\left(f_{m}(x)-\left(f_{n}(x)\right)\right.$ is a Cauchy in $\mathbb{R}$ and hence converges. Let $f(x)$ be its limit. We have
a) $f(0)=\lim _{n \longrightarrow} f_{n}(0)=0$.
b) Let $x, y$ be in $X$. We have

[^0]\[

$$
\begin{aligned}
|f(x)-f(y)| & =\lim _{n \rightarrow \infty}\left|f_{n}(x)-f_{n}(y)\right| \\
& \leq \lim _{\longrightarrow} \operatorname{Lip}\left(f_{n}\right) \mathrm{d}(x, y) \\
& \leq K \mathrm{~d}(x, y)
\end{aligned}
$$
\]

where $K=\operatorname{Lip}\left(f_{n}\right)$. Indeed, by

$$
\left|\operatorname{Lip}\left(f_{n}\right)-\operatorname{Lip}\left(f_{m}\right)\right| \leq \operatorname{Lip}\left(f_{n}-f_{m}\right) \leq \epsilon
$$

Hence $\left(\operatorname{Lip}\left(f_{n}\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathbb{R}$ and thus converges to $K$. So $f \in \operatorname{Lip}_{0}(X)$.
c) $\left(f_{n}\right)$ converges to $f$.

Consider $n \geq n_{0}$. We have $\operatorname{Lip}\left(f_{n}-f\right)=\lim _{m \longrightarrow \infty} \operatorname{Lip}\left(f_{n}-f_{m}\right) \leq \epsilon \quad$ and hence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges to $f$.

Example 2. Let $X$ be a set. We denote by

$$
l_{\infty}(X)=\left\{f: X \longrightarrow \mathbb{K} \text { such that } \sup _{x \in X}|f(x)|<\infty\right\}
$$

Let $X$ be a pointed metric space of finite diameter, i.e., $\sup _{x, y \in X} \mathrm{~d}(x, y)<\infty$. Show that $\operatorname{Lip}_{0}(X) \subset l_{\infty}(X)$.
We have $\operatorname{Lip}(f):=\sup _{x \neq y} \frac{|f(x)-f(y)|}{\mathrm{d}(x, y)}$. This implies that by taking $y=0$, $|f(x)| \leq \operatorname{Lip}(f) \mathrm{d}(x, 0)$. Consequently, $f \in l_{\infty}(X)$.

Remark 2. Let $X$ be a pointed metric space.
(1) Lip (.) is only a seminorm, not a norm on $\operatorname{Lip}(X)$.
(2) Consider the set of all real-valued Lipschitz functions modulo the set of constant functions. Lip (.) descends to a norm on this quotient space and it is not hard to see that the result is isometrically isomorphic to $\operatorname{Lip}_{0}(X)$ (regardless of the choice of base point). With this procedure there is no good way to define products or a partial order on the quotient.
(3) The space $\operatorname{Lip}_{0}(X)$ does not depend on the choice of base point. If $\mathrm{e}_{1}$ and $\mathrm{e}_{2}$ are two different distinguished elements, then the linear map

$$
\begin{aligned}
\varphi: \operatorname{Lip}_{0}\left(X, \mathrm{e}_{1}\right) & \longrightarrow \operatorname{Lip}_{0}\left(X, \mathrm{e}_{2}\right) \\
f & \longmapsto f-f\left(\mathrm{e}_{2}\right)
\end{aligned}
$$

is a surjective isometry.

## 3. The predual of $\operatorname{Lip}_{0}(X)$

It was shown by Arens and Eells [E56] (see also Wea99]) that $\operatorname{Lip}_{0}(X)$ is even a dual Banach space (but not reflexive if $X$ is infinite and does not have constant functions in general), i.e., there exists a Banach space $Z$ such that $\operatorname{Lip}_{0}(X)$ is isometrically isomorphic to $Z$. This canonical space is known as the Arens-Eells space by Weaver and the Lipschitz-free space on $X$ in GK03]. It well be noted by $\mathcal{F}\left(X, \mathrm{~d}_{X}\right)$.
3.1. Construction of this space. We show that the unit ball $\mathcal{B}_{X} \#$ is compact.

Product Topology
Let $\left(X_{i}, \mathcal{T}_{i}\right)_{i \in I}$ be a net of topological spaces. We note by

$$
X=\prod_{i \in I} X_{i}
$$

The product topology of $X$ noted $\mathcal{T}$ is the least fine topology making projections continuous

$$
\left.\begin{array}{cccc}
p_{i}
\end{array}: \begin{array}{cc}
X & \longrightarrow \\
& \\
& \left(x_{i}\right)_{i \in I}
\end{array}\right) \longmapsto X_{i}
$$

The least fine, i.e., having the fewest openings. The elementary openings of the product topology are of the form

$$
\bigcap_{j \in J} p_{j}^{-1} \mathcal{U}_{j} \quad J(\text { finite }) \subset I
$$

Remark 3. Let $(Y, \mathcal{S})$ be a topological space.
(1) The projection $p_{i}$ is an open application.
(2) An application $f:(Y, \mathcal{S}) \longrightarrow(X, \mathcal{T})$ is continuous if, and only if, $p_{i} \circ f$ is continuous for every $i$ in $I$.
3.1.1. Tyckonov's theorem. The celebrate theorem in the product topology is the theorem of Tychonov(ff).

TheOrem 4 (Tychonov). A product space product $X=\prod_{i \in I} X_{i}$ is compact if, and only if, $X_{i}$ is compact for all $i$ in $I$. In other words, the topological product of any family of compact spaces is a compact space.

Pointwise convergence is the same as convergence in the product topology on the space $Y^{X}$, where $X$ is the domain and $Y$ is the codomain. If the codomain $Y$ is compact, then, by Tychonov's theorem, the space $Y^{X}$ is also compact.

Let $(X, d, e)$ be a pointed metric space. The topology $\mathcal{T}_{p}$ of pointwise convergence is the topology induced by the product $\mathbb{R}^{X}$ and determinates by the condition

$$
f_{i} \xrightarrow{\mathcal{T}_{p}} f \Longleftrightarrow \forall x \in X, \quad f_{i}(x) \longrightarrow f(x)
$$

for any net $\left(f_{i}\right)_{i \in I}$ in $\mathbb{R}^{X}$ and $f \in \mathbb{R}^{X}$.
Let now giving the analog of the Aloaglu (1940 for every Banach spaces)Banach (1932 for separable Banach spaces) theorem for the unit ball $\mathcal{B}_{X^{\#}}$ of $\operatorname{Lip}_{0}(X)$.
3.1.2. Compactness of $\mathcal{B}_{X} \#$ is compact. We study the compacteness of the unit ball of $X^{\#}$.

Proposition 9. The unit bull $\mathcal{B}_{X} \#$ is compact for the topology $\mathcal{T}_{p}$.

Proof. Observe that $\mathcal{B}_{X \#}$ is closed in $\mathbb{R}^{X}$ with respect the topology $\mathcal{T}_{p}$. Indeed, consider a net $\left(f_{i}\right)_{i \in I}$ in $\mathbb{R}^{X}$ such that

$$
f_{i} \xrightarrow{\mathcal{T}_{p}} f .
$$

For $x, y$ in $X$, the inequality

$$
\left|f_{i}(x)-f_{i}(y)\right| \leq d(x, y)
$$

implies that

$$
|f(x)-f(y)| \leq d(x, y)
$$

and consequently $f \in \mathcal{B}_{X}$. Let now $f \in \mathcal{B}$. We have

$$
|f(x)| \leq d(x, e), \forall x \in X
$$

This shows that

$$
f \in \prod_{x \in X}[0, d(x, e)]
$$

and this implies

$$
\mathcal{B}_{X} \# \subset \prod_{x \in X}[0, d(x, e)] .
$$

The space $\prod_{x \in X}[0, d(x, e)]$ is compact by Tychonov's theorem and $\mathcal{B}_{X \#}$ is closed so it is compact (closed of compact is compact).
3.1.3. Conjugate space. Let $E$ be a Banach space. We say that $E$ is a conjugate space if there exists a Banach space $B$ such that $B^{*}$ is isometrically isomorphic to $E$ (i.e., $B^{*} \equiv E$ ). We now give a simple sufficient condition to generate that space $B$ exists.

Let us recall that a family of seminorms on a linear space generates a locally convex topology in the following sense.

Theorem 5. Let $\left\{p_{i}: i \in I\right\}$ be a family of seminorms on the linear space $E$. Let $\mathcal{U}$ be the class of all finite intersections of sets of the form

$$
\left\{x \in E: p_{j}(x)<r_{j}\right\}
$$

where $j \in J$ (finite) $\subset I, r_{j}>0$. Then $\mathcal{U}$ is a local base for a topology $\mathcal{J}$ that makes $E$ a locally convex topological vector space. This topology is the weakest making all the $p_{i}$ continuous, and for a net $\left\{x_{\alpha}\right\} \subset E, x_{\alpha} \rightarrow x$ in $\mathcal{J}$ if, and only if, $p_{i}\left(x_{\alpha}-x\right) \rightarrow 0$ for each $i \in I$.

Theorem 6 (Dixmier-Ng theorem). Let E be a Banach space. Suppose that there is a (Hausdorff ) locally convex topology $\sigma$ on $E$ such that $\mathcal{B}_{E}$ is $\sigma$-compact. Then $E$ is a conjugate space.

Proof. Let $B=\left\{\xi \in E^{\prime}: \xi_{\mid \mathcal{B}_{E}}\right.$ is $\sigma$-continuous $\}\left(E^{\prime}=\right.$ algebraic conjugate space of $E)$. Then $B$ is a closed linear subspace of $E^{*}$ and is therefore a Banach space; (to see that $B \subset E^{*}$ observe that for any $\xi \in B$ the image $\xi\left(\mathcal{B}_{E}\right)$ is compact and hence bounded set of scalar; that is, $\|\xi\|$ is finite and so $\xi \in E^{*}$. Also $B$ is closed in $E^{*}$; because convergence in $E^{*}$ entails uniform convergence on $\mathcal{B}_{E}$. We now bring in the (canonical embedding) operator $J_{E, B}: E \longrightarrow B^{*}$ defined by

$$
\left\langle\xi, J_{E, B}(x)\right\rangle=\xi(x) .
$$

This operator assigns to each $x \in X$ the functional "evaluation at $x$ " in $B^{*}$, we clearly have $\left\|J_{E, B}(x)\right\| \leq 1$. The proof will be completed by showing that $J_{E, B}(x)$ is an isomorphic isometry between $E$ and $B^{*}$. We do this by showing that $J_{E, B}(x)$ is injective and that it maps $\mathcal{B}_{E}$ onto $\mathcal{B}_{B^{*}}$. The first assertion follows because $B$ is total. Indeed $B$ contains the dual space $E$; which certainly separates the points of $E$. The second assertion follows from the fact (evident by definition of $B$ ) that $J_{E, B}$ is continuous from the $\sigma$ topology on $E$ into the weak*-topology on $B^{*}$. This means in particular that $J_{E, B}\left(\mathcal{B}_{E}\right)$ is weak*-compact in $B^{*}$. But, by theGoldstine-Weston density lemma, this image is also weak*-dense in $\mathcal{B}_{B^{*}}$.

REMARK 4. Any weak*-closed linear subspace $F$ of a conjugate space $E^{*}$ is itself a conjugate space. This follows from the observation that $\mathcal{B}_{F}$ is compact in the (relative) weak*-topology.

We now give an example.
Example 3. Consider the space $\operatorname{Lip}(X, \mathrm{~d}, \mathbb{R})$ of bounded Lipschitz functions defined on the metric space $(X, \mathrm{~d})$ and normed by $\|\cdot\|_{L}=\max \left\{\|\cdot\|_{\infty}, \operatorname{Lip}().\right\}$. Let $\sigma$ be the topology of pointwise convergence on $X$, which we denote by $\sigma(\operatorname{Lip}(X, \mathrm{~d}, \mathbb{R}), X)$. Then $\mathcal{B}_{X}$ is certainly a $\sigma(\operatorname{Lip}(X, \mathrm{~d}, \mathbb{R}), X)$-closed subset of $X$. We have

$$
\mathcal{B}_{\operatorname{Lip}(X, d, \mathbb{R})} \subset[-1,1]^{X}
$$

Since $[-1,1]$ is compact by Tychonov's theorem we have $[-1,1]^{X}$. Consequently, $\mathcal{B}_{\operatorname{Lip}(X, d, \mathbb{R})}$ is $\sigma(\operatorname{Lip}(X, d, \mathbb{R}), X)$-compact and so $X$ is a conjugate space.
3.1.4. $\operatorname{Lip}_{0}(X)$ is a dual space. We have seen that the unit ball $\mathcal{B}_{X} \#$ is $\mathcal{T}_{p}$-compact and according to "Dixmier-Ng theorem" $\operatorname{Lip}_{0}(X)$ is a dual space, for every $X \in \mathcal{M}_{0}$.

Theorem 7. The space $\operatorname{Lip}_{0}(X)$ is a dual space, for every $X \in \mathcal{M}_{0}$.
Proof. By Dixmier-Ng's theorem, it suffices to prove that $\mathcal{T}_{p}$ is Hausdorff locally convex.
(1) The topology $\mathcal{T}_{p}$ is locally convex.
(2) The topology $\mathcal{T}_{p}$ is separating.
(1) Define

$$
p_{x}(f)=|f(x)|, \quad x \in E \text { and } f \in \mathcal{B}_{X \#}
$$

and put $P=\left\{p_{x}\right\}_{x \in E}$. By the precedent theorem, the topology defined by $P$ is locally convex and it is exactly the topology of pointwise convergence $\mathcal{T}_{p}$.
(2) The topology $\mathcal{T}_{p}$ is a Hausdorff topology if, and only if, the family $\left\{p_{x}\right\}_{x \in E}$ is separating, i.e., given $f \neq 0$, there exists $x \in E$ such that $p_{x}(f) \neq$ 0 . This is the case and this ends the proof.

REMARK 5. On bounded sets the weak ${ }^{*}$-topology agrees with the topology of pointwise convergence.
3.2. Arens Eells space. Let $(X, e, d)$ be pointed a metric space. A molecule on $X$ is a real valued function $m$ on $X$ with finite support (i.e., the set where $m$ has non-zero values) and satisfies

$$
\sum_{x \in \operatorname{supp}(m)} m(x)=0
$$

Denote by $\mathcal{M}(X)$ the real linear space of molecules on $X$. We can write

$$
\begin{aligned}
m & =\sum_{\substack{x \in \operatorname{supp}(m)}} m(x) \mathbf{1}_{\{x\}} \\
& =\sum_{i=1}^{n} m\left(x_{i}\right) \mathbf{1}_{\left\{x_{i}\right\}}
\end{aligned}
$$

where $\operatorname{supp}(m)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\mathbf{1}_{\{x\}}$ denotes the characteristic function of the set $\{x\}$. For $x, y \in X$ we define the basic molecule $m_{x_{1} x_{2}}=\mathbf{1}_{\left\{x_{1}\right\}}-\mathbf{1}_{\left\{x_{2}\right\}}$ (with $x_{1}, x_{2} \in X$ are called atoms). It is easy to to see that every molecule $m$ can be written as a (non unique) finite linear combination of basic molecule (the condition $\sum_{i=1}^{n} m\left(x_{i}\right)=0$ insures that such representations of $m$ exist $\left.m=\lambda_{1} m_{x_{1}, x_{2}}+\left(\lambda_{1}+\lambda_{2}\right) m_{x_{2}, x_{3}}+\cdots+\left(\lambda_{1}+\cdots+\lambda_{n-1}\right) m_{x_{n-1}, x_{n}}\right)$. We have

$$
\begin{aligned}
m & =\sum_{j=1}^{l} a_{j}\left(\mathbf{1}_{\left\{x_{j}\right\}}-\mathbf{1}_{\left\{y_{j}\right\}}\right) \\
& =\sum_{j=1}^{l} a_{j} m_{x_{j}, y_{j}}
\end{aligned}
$$

Example 4. Consider $m: \mathbb{R} \longrightarrow \mathbb{R}$ such that

$$
\left\{\begin{array}{l}
m(0)=-4 \\
m(1)=1 \\
m(2)=3 \\
0 \text { otherwise }
\end{array}\right.
$$

$$
\begin{aligned}
m & =-4 . \mathbf{1}_{\{0\}}+1 . \mathbf{1}_{\{1\}}+3 . \mathbf{1}_{\{2\}} \\
& =-3 . \mathbf{1}_{\{0\}}-1 . \mathbf{1}_{\{0\}}+1 . \mathbf{1}_{\{1\}}+3 . \mathbf{1}_{\{2\}} \\
& =1 .\left(\mathbf{1}_{\{1\}}-\mathbf{1}_{\{0\}}\right)+3\left(\mathbf{1}_{\{2\}}-\mathbf{1}_{\{0\}}\right)
\end{aligned}
$$

Put now

$$
\|m\|_{\mathcal{M}(X)}=\inf \left\{\sum_{j=1}^{l}\left|a_{j}\right| \mathrm{d}_{X}\left(x_{j}, y_{j}\right)\right\}
$$

over all representation of $m=\sum_{j=1}^{l} \lambda_{j}\left(1_{\left\{x_{j}\right\}}-1_{\left\{x_{j}^{\prime}\right\}}\right)$.
It follows that $\|\cdot\|_{\mathcal{M}(X)}$ is a norm on the vector space $\mathcal{M}(X)$. Denote by $\nVdash\left(X, \mathrm{~d}_{X}\right)$ the completion of the normed space $\left(\mathcal{M}(X),\|\cdot\|_{\mathcal{M}(X)}\right)$. This space was first introduced by Arens and Eells AE56.in 1956. Originally, the basic idea goes back to Kantorovich Kan42]. The terminology Arens-Eells space $\nVdash(X, \mathrm{~d})$ is due to Weaver Wea99. A different notation and appellation was used in GK03 by Godefroy and Kalton. It is the Lipschitz-free space denoted by $\mathcal{F}(X, \mathrm{~d})$ which we will introduce in the sequel.

REMARK 6. Every molecule $m$ is uniquely expressible in the form

$$
m=\sum_{j=1}^{l} a_{j}\left(\mathbf{1}_{\left\{x_{j}\right\}}-\mathbf{1}_{\{e\}}\right)
$$

where the points $x_{j}$ are all distinct and none equals to $e$.
We now prove that $(\circledast(X))^{*} \stackrel{\text { isometrically }}{\equiv} \operatorname{Lip}_{0}(X)$.
ThEOREM 8. $(\notin(X))^{*}$ is isometrically isomorphic to $\operatorname{Lip}_{0}(X)$.
Proof. Define

$$
S: \mathbb{E}^{*}(X, \mathrm{~d}) \longrightarrow \operatorname{Lip}_{0}(X)
$$

by

$$
(S \varphi)(x)=\varphi\left(\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\{\mathrm{e}\}}\right)\right)
$$

Since $\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\left\{x^{\prime}\right\}}\right\|_{Æ(X, d)}=\mathrm{d}\left(x, x^{\prime}\right)$ for all $x,\left.x^{\prime} \in X\right|^{2}$, we have

$$
\begin{aligned}
\left|(S \varphi)(x)-(S \varphi)\left(x^{\prime}\right)\right| & =\left|\varphi\left(\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\{\mathrm{e}\}}\right)\right)-\varphi\left(\left(\mathbf{1}_{\left\{x^{\prime}\right\}}-\mathbf{1}_{\{\mathrm{e}\}}\right)\right)\right| \\
& =\left|\varphi\left(\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\left\{x^{\prime}\right\}}\right)\right)\right| \\
& \leq\|\varphi\| \mathrm{d}\left(x, x^{\prime}\right)
\end{aligned}
$$

Also $(S \varphi)(e)=\varphi(0)$, so indeed $S \varphi \in \operatorname{Lip}_{0}(X)$. It follows that $S$ is a nonexpansive linear mapping from $\mathbb{E}^{*}(X, d)$ to $\operatorname{Lip}_{0}(X)$ i.e., $\operatorname{Lip}(S \varphi) \leq$ $\|\varphi\|_{\text {® }^{*}}$.

[^1]Define now $R: \operatorname{Lip}_{0}(X) \longrightarrow \mathbb{E}^{*}(X, \mathrm{~d})$ by

$$
(R f)(m)=\sum_{x} m(x) f(x)
$$

for $f \in \operatorname{Lip}_{0}(X)$ and $m$ a molecule. If $m=\sum_{j=1}^{l} \lambda_{j}\left(\mathbf{1}_{\left\{x_{j}\right\}}-\mathbf{1}_{\left\{x_{j}^{\prime}\right\}}\right)$, we have

$$
\begin{aligned}
|(R f)(m)| & =\left|\left(\sum_{x} m(x) f(x)\right)\right| \\
& \leq\left|\sum_{j=1}^{l} \lambda_{j} f\left(x_{j}\right)-f\left(x_{j}^{\prime}\right)\right| \\
& \leq \sum_{j=1}^{l}\left|\lambda_{j}\right|\left|f\left(x_{j}\right)-f\left(x_{j}^{\prime}\right)\right| \\
& \leq \operatorname{Lip}(f) \sum_{j=1}^{l}\left|\lambda_{j}\right| \mathrm{d}\left(\left(x_{j}, x_{j}^{\prime}\right)\right.
\end{aligned}
$$

Hence $|(R f)(m)| \leq \operatorname{Lip}(f)\|m\|_{M(X)}$, which uniquely extends to a continuous linear functional on the completion $\circledast(X, d)$ of $\mathcal{M}(X)$, denoted by the same symbol $R f$. Thus $R f \in \mathbb{E}^{*}(X, d)$ and $\|R f\| \leq \operatorname{Lip}(f)$. Straightforward calculations show that $R$ and $S$ are inverses. Indeed, for all $x \in X$

$$
\begin{aligned}
(S \circ R)(f)(x) & =S(R(f))(x) \\
& =R(f)\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\{e\}}\right) \\
& =f(x)
\end{aligned}
$$

and for all $m \in \mathcal{M}(X)$

$$
\begin{aligned}
(R \circ S)(\varphi)(m) & =R(S(\varphi))(m) \\
& =\sum_{x} m(x) S(\varphi)(x) \\
& =\sum_{j=1}^{l} \lambda_{j}\left(S(\varphi)\left(x_{j}\right)-S(\varphi)\left(x_{j}^{\prime}\right)\right) \\
& =\sum_{j=1}^{l} \lambda_{j} \varphi\left(1_{\left\{x_{j}\right\}}-1\left\{_{\left.x_{j}^{\prime}\right\}}\right)\right. \\
& =\varphi(m) .
\end{aligned}
$$

The operators $R, S$ are nonexpansive and $R \circ S=S \circ R=\mathrm{Id}$, so $S$ is isometric $(\|x\|=\|(R \circ S)(x)\| \leq\|R\|\|S(x)\| \leq\|S(x)\|)$ and hence $\operatorname{Lip}_{0}(X)$ is isometrically isomorphic to $\mathbb{E}^{*}\left(X, \mathrm{~d}_{X}\right)$.

Proposition 10. Let ( $X, \mathrm{e}, \mathrm{d}$ ) be a pointed metric space.
(1) For any molecule $m$ we have

$$
\|m\|_{E\left(X, \mathrm{~d}_{X}\right)}=\sup \left\{|\langle m, f\rangle|=\left|\sum_{x \in X} m(x) f(x)\right|: f \in \mathcal{B}_{X \#}\right\}
$$

and there exists $f \in \mathcal{B}_{X} \#$ such that $\langle m, f\rangle=\|m\|_{E\left(X, \mathrm{~d}_{X}\right)}$.
(2) $\|\cdot\|_{E\left(X, d_{X}\right)}$ is a norm on $\mathcal{M}(X)$ and $\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{E}=\mathrm{d}(x, y)$ for all $x, y$ in $X$.
(3) $\|\cdot\|_{E\left(X, d_{X}\right)}$ is the largest seminorm on $\mathcal{M}(X)$ which satisfies for all $x, y$ in $X,\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{E}=\mathrm{d}(x, y)$.

Proof. (1) This follows from the identification of $\operatorname{Lip}_{0}(X, d)$ with $Æ(X, d)^{*}$ and the Hahn-Banach theorem.
(2) The inequality $\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{\notin} \leq \mathrm{d}(x, y)$ follows from the definition. Conversely, fix $x$ in $X$ and define

$$
f_{x}(y)=\mathrm{d}(x, y)-\mathrm{d}(x, \mathrm{e}) .
$$

We have $f_{x} \in B_{\operatorname{Lip}_{0}(X, \mathrm{~d})}$ because $f_{x}(\mathrm{e})=0$ and $\operatorname{Lip}\left(f_{x}\right)=1$. Indeed,

$$
\begin{aligned}
& \operatorname{Lip}\left(f_{x}\right)=\sup _{y_{1} \neq y_{2}} \frac{\left|f_{x}\left(y_{1}\right)-f_{x}\left(y_{2}\right)\right|}{\mathrm{d}\left(y_{1}, y_{2}\right)} \\
& \geq \sup _{x \neq y}^{\left|f_{x}(y)-f_{x}(x)\right|} \\
& \mathrm{d}(x, y) \\
& \geq \frac{\mathrm{d}(x, y)}{\mathrm{d}(x, y)}=1 .
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Lip}\left(f_{x}\right) & =\sup _{y_{1} \neq y_{2}} \frac{\left|f_{x}\left(y_{1}\right)-f_{x}\left(y_{2}\right)\right|}{\mathrm{d}\left(y_{1}, y_{2}\right)} \\
& \leq \sup _{y_{1} \neq y_{2}} \frac{\left|\mathrm{~d}\left(x, y_{1}\right)-\mathrm{d}\left(x, y_{2}\right)\right|}{\mathrm{d}\left(y_{1}, y_{2}\right)} \\
& \leq \frac{\mathrm{d}\left(y_{1}, y_{2}\right)}{\mathrm{d}\left(y_{1}, y_{2}\right)}=1 .
\end{aligned}
$$

By part (1), we have

$$
\begin{aligned}
\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{Æ} & \geq\left|\left\langle m_{x y}, f_{x}\right\rangle\right| \\
& \geq\left|m_{x y}(x) f_{x}(x)+m_{x y}(y) f_{x}(y)\right| \\
& \geq\left|-m_{x y}(x) \mathrm{d}(x, \mathrm{e})+m_{x y}(y) \mathrm{d}(x, y)+m_{x y}(y) \mathrm{d}(x, \mathrm{e})\right| \\
& \geq\left|m_{x y}(y) \mathrm{d}(x, y)\right| \\
& \geq \mathrm{d}(x, y) .
\end{aligned}
$$

(3) Let $\|\cdot\|_{0}$ be any semi norm such that

$$
\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{0} \leq d(x, y)
$$

for all $x, y \in X$. Let $m=\sum_{i=1}^{n} a_{i} m_{x_{i} y_{i}}$ be a molecule. We have

$$
\begin{aligned}
\|m\|_{0} & =\left\|\sum_{i=1}^{n} a_{i} m_{x_{i} y_{i}}\right\|_{0} \\
& \leq \sum_{i=1}^{n}\left|a_{i}\right|\left\|m_{x_{i} y_{i}}\right\|_{0} \\
& \leq \sum_{i=1}^{n=1}\left|a_{i}\right| d\left(x_{i}, y_{i}\right)
\end{aligned}
$$

Taking the infimum of all such representation of $m$ yields $\|m\|_{0} \leq\|m\|_{\notin}$.
Corollary 2. The application $i_{X}: X \longrightarrow \nsubseteq(X, d)$ defined by

$$
i_{X}(x)=\mathbf{1}_{\{x\}}-\mathbf{1}_{\{\mathrm{e}\}}=m_{x \mathrm{e}}
$$

is an isometric embedding of $X$ into $E\left(X, \mathrm{~d}_{X}\right)$.
Proof. We have by Proposition 10

$$
\left\|i_{X}(x)-i_{X}(y)\right\|_{\nsubseteq}=\left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{Æ}=\mathrm{d}(x, y)
$$

for all $x, y \in X$. So $i_{X}$ is an isometry.
The following theorem is known as the linearization of Lipschitz operators.

Theorem 9 (Wea99, Theorem 2.2.4]). Let ( $X, \mathrm{~d}$, e) be a pointed metric space. Let $E$ be a Banach space and let $T: X \longrightarrow E$ be a Lipschitz map which preserves base point (i.e., $T(\mathrm{e})=0$ ). Then there is a unique bounded linear operator $u: E(X) \longrightarrow E$ such that $T=u \circ i$ and $\|u\|=\operatorname{Lip}(T)$ $(i: X \longrightarrow \notin(X))$.

$$
\begin{array}{lll}
\nVdash(X) & & \\
i \downarrow & \stackrel{\rightharpoonup}{\square} u & \\
X & \xrightarrow{T} E
\end{array}
$$

Proof. Every molecule $m$ is uniquely expressible in the form (3)

$$
m=\sum_{j=1}^{l} \lambda_{j}\left(\mathbf{1}_{\left\{x_{j}\right\}}-\mathbf{1}_{\{\mathrm{e}\}}\right)
$$

where the points $x_{j}$ are all distinct and none equals to $e$. We then define $u$ by

$$
u(m)=\sum_{j=1}^{l} \lambda_{j} T\left(x_{j}\right)
$$

[^2]Since $u$ is essentially an extension of $T$ that is $T=u \circ i$ and we automatically have $\|u\| \geq \operatorname{Lip}(T)$. For the rest it will suffice to show that $\|u\| \leq \operatorname{Lip}(T)$ (in particular, this implies that $u$ is bounded and hence it extends to all $\left.\notin\left(X, \mathrm{~d}_{X}\right)\right)$. Define a semi norm $\|\cdot\|_{0}$ on the space of molecules by setting

$$
\|m\|_{0}=\frac{\|u(m)\|}{\operatorname{Lip}(T)}
$$

Then

$$
\begin{aligned}
& \left\|\mathbf{1}_{\{x\}}-\mathbf{1}_{\{y\}}\right\|_{0} \\
& \left(m_{x y}=m_{x e}-m_{y e}\right) \leq(\operatorname{Lip}(T))^{-1}\|T(x)-T(y)\| \\
&
\end{aligned}
$$

for all $x, y \in X$. This implies that $\|\cdot\|_{0} \leq\|\cdot\|_{\Phi}$ by Proposition 10 . Thus $\|u(m)\| \leq \operatorname{Lip}(T) .\|m\|_{历}$, which shows that $\|u\| \leq \operatorname{Lip}(T)$ as desired. The uniquess is simple.

The operator $u$ is denoted by $T_{L}$.
Proposition 11. The weak ${ }^{*}$-topology $\sigma\left(\operatorname{Lip}_{0}(X), ~ \mathbb{( X )}\right)$ topology agrees with the topology of pointwise convergence on bounded subset of $\operatorname{Lip}_{0}(X)$.

Proof. Let $T_{i}, T$ be in $\operatorname{Lip}_{0}(X)$ such that

$$
T_{i} \longrightarrow T, \quad \sigma\left(\operatorname{Lip}_{0}(X), \nVdash\left(X, d_{X}\right)\right) .
$$

Then, for all $x$ in $X$ we have

$$
\begin{gathered}
T_{i}(x)=\left(T_{i}\right)_{L}\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\{e\}}\right) \longrightarrow T_{L}\left(\mathbf{1}_{\{x\}}-\mathbf{1}_{\{e\}}\right)=T(x) . \\
\begin{array}{c}
\mathrm{E}(X) \\
i_{X} \downarrow \\
X \\
X
\end{array} \quad \begin{array}{l}
\text { 】 } T_{L} \\
\longrightarrow
\end{array}
\end{gathered}
$$

For the converse, it is a classical result.
Let $T \in \operatorname{Lip}_{0}(X, Y)$ and let $i_{X}, i_{Y}$ be the isometric embedding of $X, Y$ into $\operatorname{Lip}_{0}(X), \operatorname{Lip}_{0}(Y)$, respectively $)$. Let $\Psi(T): \nsubseteq\left(X, d_{X}\right) \longrightarrow Y$ be the bounded linear operator attached to $T$ and let $\phi=i_{Y} \circ \Psi$. Let $S, R$ be the linear isometrics between the spaces $\operatorname{Lip}_{0}(X)$ and $\nVdash\left(X, d_{X}\right)$, and $\operatorname{Lip}_{0}(Y)$ and $Æ\left(Y, d_{Y}\right)$.

Theorem 10 ( Cob03]). We have $T^{\#}=S_{1} \circ \phi(T)^{*} \circ R_{2}$ or equivalently $\phi(T)^{*}=R_{1} \circ T^{\#} \circ S_{2}$, i.e., the following diagrams are commutative

$$
\begin{array}{lll}
\mathscr{E}\left(Y, d_{Y}\right)^{*} & \xrightarrow{\phi(T)^{*}} & \mathbb{E}\left(X, d_{X}\right)^{*} \\
R_{2}(=R) \uparrow & & S_{1}\left(=S^{-1}\right) \downarrow \\
\operatorname{Lip}_{0}(Y) & \xrightarrow{T^{\#}} & \operatorname{Lip}_{0}(X)
\end{array}
$$

or equivalently

$$
\begin{array}{lll}
\mathscr{E}\left(Y, d_{Y}\right)^{*} \\
S_{2}\left(=R^{-1}\right) \downarrow & \xrightarrow{\phi(T)^{*}} & \mathbb{C}\left(X, d_{X}\right)^{*} \\
\operatorname{Lip}_{0}(Y) & \xrightarrow{T^{\#}} & R_{1}(=S) \uparrow \\
\operatorname{Lip}_{0}(X)
\end{array}
$$

Proof. We have

$$
\begin{equation*}
\phi\left(m_{x, 0}\right)=i_{Y}(\Psi(T))\left(m_{x, 0}\right)=i_{Y}(T(x))=m_{T(x), 0} . \tag{3.1}
\end{equation*}
$$

Put

$$
F=S_{1} \circ \phi(T)^{*} \circ R_{2} .
$$

Therefore

$$
\begin{aligned}
\left(S_{1} \varphi\right)(x) & =\varphi\left(M_{x, 0}\right), & & x \in X, \varphi \in \mathbb{(}(X)^{*} \\
\phi(T)^{*}(\psi) & =\psi \circ \phi(T), & & \psi \in Æ(Y)^{*} \\
\left(R_{2} g\right)(m) & =\sum_{y \in Y} m(y) g(y), & & g \in \operatorname{Lip} p_{0}(Y), m \in M(Y) .
\end{aligned}
$$

Taking into account these formulas, the definitions of the operators $R$ and $S$, and Formula 3.1, we obtain successively:

$$
\begin{array}{rll}
(F g)(x) & =\left(S_{1} \circ \phi(T)^{*} \circ R_{2}\right)(g)(x) & =S_{1}\left(\phi(T)^{*}\left(R_{2}(g)\right)\right)(x) \\
\phi(T)^{*}(\psi) & =S_{1}\left(R_{2}(g) \circ \phi(T)\right)(x) & = \\
\left(R_{2} g\right)(m) & =S_{1}\left(R_{2}(g) \circ \phi(T)\right)\left(m_{x, 0}\right) & = \\
& =R_{2}(g)\left(m_{x, 0}\right) & =g \circ T(x)=T^{\#}(g)(x) .
\end{array}
$$

This proved the theorem.
3.3. Banach free space. The following theorem was independently proved by Flood in Flo75] and Pestov in Pes86.

Theorem 11. Let ( $X, \mathrm{~d}, \mathrm{e}$ ) be a pointed metric space. then there exists a unique, up to an isometric isomorphism, Banach space $\mathrm{B}(X)$ over the field $\mathbb{F}$ and an isometric embedding $i_{X}: X \longrightarrow \mathrm{~B}(X)$ such that

1. The linear span of $i_{X}(X)$ is dense in $\mathrm{B}(X)$.
2. Every map $T$ in $\operatorname{Lip}_{0}(X, E)$ can be extended to a continuous linear operator $T_{L}: \mathrm{B}(X) \longrightarrow E$ such that $\left\|T_{L}\right\|=\operatorname{Lip}(T)$ for any arbitrary normed space.
3.4. Lipschitz free space. J.-A. Johnson in Joh70, proved without any reference to molecules that the closed linear subspace of $\left(X^{\#}\right)^{*}$ spanned by the evaluation functions $\delta_{x}: X^{\#} \longrightarrow \mathbb{K}$, given by

$$
\delta_{x}(f)=f(x) ; \quad x \in X
$$

is a predual of $X^{\#}$ (we note that any weak ${ }^{*}$-closed linear subspace $B$ of a conjugate space $E^{*}$ is itself a conjugate space. This follows from the observation that $\mathcal{B}_{B}$ is compact in the (relative) weak ${ }^{*}$-topology). This
space was called Lipschitz-free space and denoted $\mathcal{F}(X)$ by Godefroy and Kalton in [GK03.

## Definition 9. The Lipschitz free space on $X$ is

$$
\mathcal{F}\left(X, \mathrm{~d}_{X}\right)=\overline{\operatorname{span}\left\{\delta_{x}, \quad x \in X\right\},}{ }^{\operatorname{Lip}_{0}(X)^{*}} .
$$

We say that $\gamma \in \mathcal{F}\left(X, \mathrm{~d}_{X}\right)$ is finitely supported if

$$
\gamma \in \operatorname{span}\left\{\delta_{x}, \quad x \in X\right\} .
$$

Then, the support of such a $\gamma$ (denoted supp $\gamma$ ) is the smallest subset $F$ of $X$ which contains e and such that $\gamma \in \operatorname{span}\left\{\delta_{x}, \quad x \in F\right\}$.

Remark 7. By applying the bipolar theorem, we give a precise description of $\mathcal{B}_{\mathcal{F}(X)}$ by means of the Lipschitz evaluation functional $\delta_{(x, y)}=\frac{\delta_{x}-\delta_{y}}{d(x, y)}$ defined on $X^{\#}$, where $(x, y)$ runs through $\widetilde{X}=\left\{(x, y) \in X^{2}: x \neq y\right\}$.
(1) The closed unit ball of $\mathcal{F}(X)$ is the closed, convex, balanced hull of the set $\left\{\delta_{(x, y)}:(x, y) \in \widetilde{X}\right\}$ in $\left(X^{\#}\right)^{*}$.
(2) The space $\mathcal{F}(X)$ is the closed linear hull of the set $\left\{\delta_{x}: x \in X\right\}$ in $\left(X^{\#}\right)^{*}$.
(3) From (1), we deduce that $\mathcal{F}(X)$ is the closed linear hull in $\left(X^{\#}\right)^{*}$ of the set $\left\{\delta_{(x, y)}:(x, y) \in \widetilde{X}\right\}$.Then (2) follows since the linear hulls of this set and the set $\left\{\delta_{x}: x \in X\right\}$ coincide. Notice that $\delta_{x}=\delta_{x}-\delta_{0}=d(x, 0) \delta_{(x, 0)}$ $(x \in X, x \neq 0)$.

Proposition 12. For any metric space $X, \mathcal{F}(X, \mathrm{~d})^{*} \stackrel{\text { isometrically }}{\equiv} \operatorname{Lip}_{0}(X)$.
Proof. We define a linear surjective isometry $J$ on $\operatorname{Lip}_{0}(X)$ with values in $\mathcal{F}(X, \mathrm{~d})^{*}$ by $J(f)\left(\delta_{x}\right)=f(x)$ and we extend by continuity to $\mathcal{F}(X, \mathrm{~d})$. Consider $f$ in $\operatorname{Lip}_{0}(X)$ and $m$ in span $\left\{\delta_{x}, \quad x \in X\right\}$ such that $m=\sum_{i=1}^{n} a_{i} \delta_{x_{i}}$. $J(f)(m)=\sum_{i=1}^{n} a_{i} f\left(x_{i}\right)$. We show that $J$ is a surjective isometry.
a) Consider $f$ in $\operatorname{Lip}_{0}(X)$ and $m$ in $\mathcal{F}(X, \mathrm{~d})$. We have

$$
\begin{aligned}
|J(f)(m)| & =\left|\langle f, m\rangle_{\left(\operatorname{Lip}_{0}(X), \mathcal{F}(X)\right)}\right| \\
& =\left|\langle f, m\rangle_{\left(\operatorname{Lip}_{0}(X), \operatorname{Lip}_{0}(X)^{*}\right)}\right| \\
& \leq \quad \operatorname{Lip}(f)\|m\|_{\mathcal{F}(X)}
\end{aligned}
$$

and we obtain $\|J(f)\| \leq \operatorname{Lip}(f)$.
b) Let $(x, y)$ be in $\widetilde{X}$ and put $m=\frac{\delta_{x}-\delta_{y}}{\mathrm{~d}(x, y)}$. We have $\|m\|_{\mathcal{F}(X,)}=1$ because $\delta$ is an isometry see Proposition 13 below and

$$
\begin{aligned}
\|J(f)\|_{\mathcal{F}(X, \mathrm{~d})^{*}} & \geq|J(f)(m)| \\
& \geq\left|\frac{f(x)-f(y)}{\mathrm{d}(x, y)}\right| \\
\text { (we take the sup) } & \geq \operatorname{Lip}(f) .
\end{aligned}
$$

c) Consider $\varphi \in \mathcal{F}(X, \mathrm{~d})^{*}$. Then $\varphi$ is determinate by $\delta_{x}$ for every $x$ in $X$. We put for every $x$ in $X, f(x)=\varphi\left(\delta_{x}\right)$ and we prove that $f$ is Lipschitz and $J(f)=\varphi$.
(i) We show that $f \in \operatorname{Lip}_{0}(X)$.

- $f(0)=\varphi\left(\delta_{0}\right)=\varphi(0)=0$.
- Let $x, y$ be in $X$

$$
\begin{aligned}
|f(x)-f(y)| & =\left|\varphi\left(\delta_{x}\right)-\varphi\left(\delta_{y}\right)\right| \\
& =\left|\left\langle\varphi, \delta_{x}-\delta_{y}\right\rangle\right| \\
& \leq\|\varphi\|_{\mathcal{F}(X, \mathrm{~d})^{*}}\left\|\delta_{x}-\delta_{y}\right\|_{\left(\operatorname{Lip}_{0}(X)\right)^{*}} \\
& \leq\|\varphi\|_{\mathcal{F}(X, \mathrm{~d})^{*}} \mathrm{~d}(x, y) .
\end{aligned}
$$

(ii) Let $m=\sum_{i=1}^{n} a_{i} \delta_{x_{i}}$ be in span $\left\{\delta_{x}: x \in X\right\}$. Then, $\varphi(m)=\sum_{i=1}^{n} a_{i} f\left(x_{i}\right)=$ $J(f)(m)$.

Proposition 13. Define

$$
\begin{array}{rllc}
\delta: X & \longrightarrow & \left(X^{\#}\right)^{*} \\
x & \longmapsto & \delta_{x}
\end{array}
$$

The application $\delta$ is an isometry, i.e., for every $x_{1}, x_{2}$ in $X$, one have $\left\|\delta_{x_{1}}-\delta_{x_{2}}\right\|=\mathrm{d}\left(x_{1}, x_{2}\right)$ (this implies that $\left\|\delta_{x}\right\|=\mathrm{d}(x, 0)$ ).

Proof. For $x_{1}, x_{2} \in X$, we have in the first part

$$
\begin{aligned}
\left\|\delta_{x_{1}}-\delta_{x_{2}}\right\| & =\sup _{\operatorname{Lip}(f)=1}\left|\delta_{x_{1}}(f)-\delta_{x_{2}}(f)\right| \\
& =\sup ^{\operatorname{Lip}(f)=1}\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \\
& \leq \operatorname{dd}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

In the second part, for a fixed $x_{0} \in X$, let $g \in \mathcal{B}_{X \#}$ defined by

$$
g(x)=\mathrm{d}\left(x, x_{1}\right)-\mathrm{d}\left(x_{0}, x_{2}\right) .
$$

We have

$$
\begin{aligned}
\left\|\delta_{x_{1}}-\delta_{x_{2}}\right\| & \geq g\left(x_{1}\right)-g\left(x_{2}\right) \\
& \geq d\left(x_{1}, x_{2}\right)
\end{aligned}
$$

and this ends the proof.

REMARK 8. The subset $\delta(X)$ is linearly independent in $\left(X^{\#}\right)^{*}$ see ([Mic64]. Indeed, let $x_{1}, \ldots, x_{n}, x_{n+1}$ be distinct elements of $X$, then $\delta_{x_{n+1}}$ cannot be $a$ linear combination of $\delta_{x_{1}}, \ldots, \delta_{x_{n}}$. So, if $g(x)=d\left(x,\left\{x_{1}, \ldots, x_{n}\right\}\right)$ for $x \in X$, then $g \in X^{\#}$ and

$$
\begin{array}{lll}
\delta_{x_{i}}(g) & =g\left(x_{i}\right) & \text { for } 1 \leq i \leq n \\
\delta_{x_{n+1}}(g) & =g\left(x_{n+1}\right)
\end{array}
$$

This implies that $\delta_{x_{n+1}}$ cannot be a linear combination of $\delta_{x_{1}}, \ldots, \delta_{x_{n}}$ and consequently $\delta(X)$ is linearly independent in $\left(X^{\#}\right)^{*}$.

The Banach space $\mathcal{F}(X)$ has some remarkable properties, from which we mention the following universal property; called " universal linearization property".

Theorem 12 (GK03]). Let ( $X, \mathrm{~d}, \mathrm{e}$ ) be a pointed metric space and let $E$ be a Banach space. Let $T: X \longrightarrow E$ be a Lipschitz map such that $T(\mathrm{e})=0$. Then, there is a unique linear map $u\left(\right.$ noted $\left.T_{L}\right): \mathcal{F}(X) \longrightarrow E$ with $\left\|T_{L}\right\|=\operatorname{Lip}(T)$ and such that the following diagram commutes


Moreover, the linear isometry $\varphi: \operatorname{Lip}_{0}(X, E) \longrightarrow \mathcal{B}(\mathcal{F}(X), E)$ such that $\varphi(T)=T_{L}$ is onto.

Proof. Extend linearly $T$ from $X$ onto $\operatorname{span}\left\{\delta_{x}: x \in X\right\}$ and denote this extension by $u$. We only need to check that $\|u\|=\operatorname{Lip}(T)$. Pick some $a \in \operatorname{span}\left\{\delta_{x}: x \in X\right\}$. Then $\|u(a)\|=f(u(a))$ for some $f \in \mathcal{B}_{X^{*}}$. However, $f \circ T$ then belongs to $\operatorname{Lip}_{0}(X)$ and $\operatorname{Lip}(f \circ T) \leq \operatorname{Lip}(T)$. It follows that $\|u(a)\| \leq\|u\| \operatorname{Lip}(T)$ which proves the claim. Then we can extend $u$ to $\mathcal{F}(X)$, the closure of $\operatorname{span}\left\{\delta_{x}: x \in X\right\}$.
Let us fix a Lipschitz map $T \in \operatorname{Lip}_{0}(X, E)$. Let $u$ be the linear map defined on $\operatorname{span}\left\{\delta_{x}: x \in M\right\}$ by $u\left(\sum_{i=1}^{n} a_{i} \delta_{x_{i}}\right)=\sum_{i=1}^{n} a_{i} T\left(x_{i}\right) \in E$. We have

$$
\begin{aligned}
\left\|u\left(\sum_{i=1}^{n} a_{i} \delta_{x_{i}}\right)\right\|_{E} & =\left\|\sum_{i=1}^{n} a_{i} T\left(x_{i}\right)\right\|_{E} \\
& =\sup \left|\left\langle\sum_{i=1}^{n} a_{i} T\left(x_{i}\right), e^{*}\right\rangle\right|, \quad e^{*} \in \mathcal{B}_{E^{*}} \\
& =\sup \left|\sum_{i=1}^{n} a_{i}\left\langle T\left(x_{i}\right), e^{*}\right\rangle\right|, \quad e^{*} \in \mathcal{B}_{E^{*}} \\
& \leq \sup \left|\sum_{i=1}^{n} a_{i} f\left(x_{i}\right), \quad e^{*} \in \mathcal{B}_{E *}\right|, \quad f \in \operatorname{Lip}(T) \mathcal{B}_{X} \# \\
& \left.\leq \operatorname{Lip}(T) \| \sum_{i=1}^{n} a_{i} \delta_{x_{i}}\right) \|_{\mathcal{F}(X)} .
\end{aligned}
$$

Thus $\|u\| \leq \operatorname{Lip}(T)$. Now we want to prove the reverse inequality. Fix $\epsilon>0$ and consider $x \neq y$ such that $\|T(x)-T(y)\| \geq(\operatorname{Lip}(T)-\epsilon) d(x, y)$. We now define $m_{x y}:=\frac{\left(\delta_{x}-\delta_{y}\right)}{d(x, y)}$. Clearly $\left\|m_{x y}\right\|=1$ and $\left\|T\left(m_{x y}\right)\right\|=$ $\frac{\|T(x)-T(y)\|}{d(x, y)} \geq \operatorname{Lip}(T)-\epsilon$. We conclude that $\|u\| \geq \operatorname{Lip}(T)$. To finish, we extend $u$ to $\mathcal{F}(X)$ and we denote $T_{L}$ this unique continuous extension which has the same norm. It remains to show that the linear isometry $\varphi: \operatorname{Lip}_{0}(X, E) \longrightarrow \mathcal{B}(\mathcal{F}(X), E)$ is onto. Consider $u \in \mathcal{B}(\mathcal{F}(X), E)$. Then, define $T$ on $X$ by $T(x)=u \delta_{x}$ for every $x \in X$. The map $T$ is clearly Lipschitz and satisfies $\varphi(T)=u$.

Using this universal property of $\mathcal{F}(X)$ ), it is immediate to see that $\mathcal{F}(X)^{*} \equiv \operatorname{Lip}_{0}(X)$. Indeed, it is enough to consider $X=\mathbb{R}$ in the universal property mentioned above. Moreover, the weak* topology coincides with the topology of pointwise convergence on bounded sets of $\operatorname{Lip}_{0}(X)$. We also deduce the following variation of the universal property.

Remark 9. By Theorem 11, the predual of $X^{\#}$ provided by the Dixmier$N g$ theorem coincides with the Lipschitz-free space of $X$, i.e., $\mathcal{F}(X, \mathrm{~d})$ is isometrically isomorphic to $\overparen{E}(X, \mathrm{~d})$.

Corollary 3. Let $\left(X_{1}, \mathrm{~d}_{1}\right),\left(X_{2}, \mathrm{~d}_{2}\right)$ be two pointed metric spaces. Let $T: X_{1} \longrightarrow X_{2}$ be a Lipschitz map such that $T(0)=0$. Then, there is a unique map $\widehat{T}: \mathcal{F}\left(X_{1}\right) \longrightarrow \mathcal{F}\left(X_{2}\right)$ such that $\widehat{T} \delta_{X_{1}}=\delta_{X_{2}} T$, i. e., the following diagram commutes.

$$
\begin{array}{lll}
X_{1} & \xrightarrow{T} & X_{2} \\
\downarrow \delta_{X_{1}} & & \downarrow \delta_{X_{2}} \\
\mathcal{F}\left(X_{1}, \mathrm{~d}_{1}\right) & \xrightarrow{\widehat{T}} & \mathcal{F}\left(X_{2}, \mathrm{~d}_{2}\right)
\end{array}
$$

and $\|\widehat{T}\|=\operatorname{Lip}(T)$.

REMARK 10. If $X_{0}$ is a subspace of a metric space $X$, then $\mathcal{F}\left(X_{0}\right)$ is linearly isometric to a subspace of $\mathcal{F}(X)$. Indeed, denote Id : $X_{0} \longrightarrow$ $X$ the identity map. Then the application Id given by Corollary 3 is the desired isometry. In order to prove this last claim, one uses "nonlinear Hahn Banach theorem" Furthermore, we also have the following.

Remark 11. Let $X$ be a metric space and let $\widehat{X}$ be its completion. Then, the spaces $\mathcal{F}(X)$ and $\mathcal{F}(\widehat{X})$ are linearly isometric. Indeed, the operator

$$
\begin{aligned}
T: \operatorname{Lip}_{0}(\widehat{X}) & \longrightarrow \operatorname{Lip}_{0}(X) \\
f & \longmapsto f / X
\end{aligned}
$$

is a onto linear isometry which is weak*-to-weak* continuous.
Corollary 4. Let $\left(X_{1}, \mathrm{~d}_{1}\right),\left(X_{2}, \mathrm{~d}_{2}\right)$ be two pointed metric spaces. If $X_{1}$ Lipschitz embeds into $X_{2}$, then $\mathcal{F}\left(X_{1}, \mathrm{~d}_{1}\right)$ linearly embeds into $\mathcal{F}\left(X_{2}, \mathrm{~d}_{2}\right)$. Moreover, if $X_{1}$ is Lipschitz equivalent to $X_{2}$, then $\mathcal{F}\left(X_{1}, \mathrm{~d}_{1}\right)$ is linearly isomorphic to $\mathcal{F}\left(X_{2}, \mathrm{~d}_{2}\right)$.

Proof. Let $T: X_{1} \longrightarrow X_{2}$ be a Lipschitz embedding map. Then, $T$ is bi-bijective from $X_{1}$ into $T\left(X_{2}\right)$. We then consider the bounded linear operators $\widehat{T}: \mathcal{F}\left(X_{1}\right) \longrightarrow \mathcal{F}\left(T\left(X_{2}\right)\right)$ and $\widehat{T^{-1}}: \mathcal{F}\left(T\left(X_{2}\right)\right) \longrightarrow \mathcal{F}\left(X_{1}\right)$ given by Corollary. It is easy to see that $\widehat{T} \circ \widehat{T^{-1}}=\operatorname{Id}_{\mathcal{F}\left(T\left(X_{2}\right)\right)}$ and $\widehat{T^{-1}} \circ$ $\widehat{T}=\operatorname{Id}_{\mathcal{F}\left(X_{1}\right)}$ so that $\widehat{T}$ is a linear isomorphism from $\mathcal{F}\left(X_{1}\right)$ to $\mathcal{F}\left(T\left(X_{2}\right)\right)$. Since $\mathcal{F}\left(T\left(X_{2}\right)\right)$ is isometric to a subspace of $\mathcal{F}\left(X_{2}\right)$ we get that $\mathcal{F}\left(X_{1}\right)$ is isomorphic to a subspace of $\mathcal{F}\left(X_{2}\right)$. The second part of the corollary is clear.

Example 5. 1. We have $\mathcal{F}(\mathbb{R}) \equiv L^{1}(\mathbb{R})$.
Indeed, define

$$
\begin{array}{rlcc}
T: \operatorname{Lip}_{0}(\mathbb{R}) & \longrightarrow & L^{\infty}(\mathbb{R}) \\
f & \longmapsto & f^{\prime}
\end{array}
$$

$T$ is a surjective linear isometry. This implies that $(\mathcal{F}(\mathbb{R}))^{*} \equiv\left(L^{1}(\mathbb{R})\right)^{*}$.
Theorem (Rademacher 1919-Lebesgue 1900) Let $X$ be a Banach space of finite dimension and $f: X \longrightarrow \mathbb{R}$ be a Lipschitz function. Then $f$ is a. e. differential. Moreover

Example 6.

$$
f(x)-f(0)=\int_{0}^{x} f^{\prime}(t) d t
$$

Lebesgue for $f: \mathbb{R} \longrightarrow \mathbb{R}$ monotone and Rademacher for $\operatorname{dim}(X)<$ $+\infty$. In infinite dimensional spaces there is no Lebesgue measure. If we want to extend Rademacher's theorem to infinite dimensional case, we have to extend the notion of a. e. to such spaces. This problem had been resolved independently by Christensen, Mankiewicz, Aronszajn and Phelps by introducing and used different notions of almost everywhere.

We have

$$
\begin{aligned}
|f(x)-f(y)| & =\left|\int_{y}^{x} f^{\prime}(t) d t\right| \\
& \leq \int_{y}^{x}\left|f^{\prime}(t)\right| d t \\
& \leq \sup _{t \in \mathbb{R}}\left|f^{\prime}(t)\right||x-y|
\end{aligned}
$$

This implies that $\frac{|f(x)-f(y)|}{|x-y|} \leq\left\|f^{\prime}\right\|_{\infty}$ for all $(x, y) \in \widetilde{\mathbb{R}}$ and hence $\operatorname{Lip}_{0}(f) \leq\left\|f^{\prime}\right\|_{\infty}$.
In the other hand, we have the inequality $\left|f^{\prime}(x)\right| \leq \sup _{(x, y) \in \tilde{\mathbb{R}}}\left|\frac{f(x)-f(y)}{x-y}\right|$ and hence $\left\|f^{\prime}\right\|_{\infty} \leq \operatorname{Lip}(f)$.Thus $\left\|f^{\prime}\right\|_{\infty}=\operatorname{Lip}(f)$ and consequently $T$ is an isometry..
The operator $T$ is surjective. Indeed, Let $g$ be in $L^{\infty}(\mathbb{R})$. We let $f(x)=$ $\int_{0}^{x} g(t) d t$; which is lipschitzian because

$$
\begin{aligned}
|f(x)-f(y)| & =\left|\int_{y}^{x} g(t) d t\right| \\
& \leq \int_{y}^{x}|g(t)| d t \\
& \leq \sup _{t \in[x, y]}|g(t)||x-y| \\
& \leq\|g\|_{\infty}|x-y|
\end{aligned}
$$

and this implies that $\operatorname{Lip}(f) \leq\|g\|_{\infty}$. Consequently, $T$ is a surjective linear isometry.
We prove that the operator
Example 7.

$$
\begin{aligned}
S: \mathcal{F}(\mathbb{R}) & \longrightarrow L^{1}(\mathbb{R}) \\
\delta_{x} & \longmapsto \mathbf{1}_{[0, x]}
\end{aligned}
$$

extends to an isometry from $\mathcal{F}(\mathbb{R})$ onto $L^{1}(\mathbb{R})$. The operator $S$ verifies $S^{*}=T^{-1}$. Indeed, $S^{*}: L^{\infty}(\mathbb{R}) \longrightarrow \operatorname{Lip}_{0}(\mathbb{R})$ is defined by

$$
\begin{aligned}
\left\langle S^{*}(f), \delta_{x}\right\rangle & =\left\langle f, S\left(\delta_{x}\right)\right\rangle \\
& =\left\langle f, \boldsymbol{x}_{[0, x]}\right\rangle \\
& =\int_{0}^{x} f(t) d t \\
& =T^{-1}(f)(x) .
\end{aligned}
$$

Let $S: X \longrightarrow Y$ be an operator between Banach spaces such that $S^{*}$ is a surjective linear isometry, then $S$ is a surjective isometry. Indeed, we have $\left\langle S(x), y^{*}\right\rangle=\left\langle x, S^{*}\left(y^{*}\right)\right\rangle$ and thus

$$
\begin{aligned}
\|S(x)\| & =\sup _{\sup ^{*} \|}\left|\left\langle x, S^{*}\left(y^{*}\right)\right\rangle\right| \\
& \leq \sup _{\left\|y^{*}\right\|}\|x\|\left\|S^{*}\left(y^{*}\right)\right\| \\
& \leq \sup _{\|x\|\left\|y^{*}\right\|} \\
& \leq\left\|y^{*}\right\|
\end{aligned}
$$

In the other part, on have
Example 8.

$$
\begin{aligned}
\left|\left\langle S^{*}\left(S^{*}\right)^{-1}\left(x^{*}\right), x\right\rangle\right| & =\left|\left\langle x^{*}, x\right\rangle\right| \\
& =\left|\left\langle\left(S^{*}\right)^{-1}\left(x^{*}\right), S(x)\right\rangle\right| \\
& \leq\left\|x^{*}\right\|\|S(x)\|
\end{aligned}
$$

and this gives $\|x\| \leq\|S(x)\|$.
The surjectivity. Let $(x, y)$ be in $\mathbb{R}(x \leq y)$ and consider $g \in L_{\infty}(\mathbb{R})$. We have

Example 9.

$$
\begin{aligned}
\left\langle S\left(\delta_{y}-\delta_{x}\right), g\right\rangle & =\int_{\mathbb{R}} g(t)\left(\mathbf{1}_{[0, y]}-\mathbf{1}_{[0, x]}\right)(t) d t \\
& =\int_{0}^{y} g(t) d t-\int_{0}^{x} g(t) d t \\
& =\int_{x}^{y} g(t) d t \\
& =\int_{\mathbb{R}} g(t) \mathbf{1}_{[x, y]}(t) d t \\
& =\left\langle\mathbf{1}_{[x, y]}, g\right\rangle .
\end{aligned}
$$

Then $S\left(\operatorname{span}\left\{\delta_{x}: x \in X\right\}\right)$ is dense in $L_{1}(\mathbb{R})$ by Remark 7. This implies that $S$ is a surjective isometry
2. Let $X=\mathbb{N}$. The linear operator

$$
\begin{aligned}
T: \mathcal{F}(\mathbb{N}) & \longrightarrow l_{1}(\mathbb{R}) \\
\delta_{n} & \longmapsto \sum_{i=1}^{n} e_{i}
\end{aligned}
$$

is an onto isometry.
3. Let $X=[0,1]$. The linear operator

$$
\begin{aligned}
S: \mathcal{F}([0,1]) & \longrightarrow \\
\delta_{x} & \longmapsto
\end{aligned} L^{1}([0,1])
$$

is an onto isometry.
Example 10. The space $\operatorname{Lip}_{0}[0,1]$ of Lipschitz functions on $[0,1]$ vanishing at 0 with the Lipschitz norm is isometrically isomorphic to the Banach space $L^{\infty}[0,1]$. The isomorphism is given by the correspondence

$$
\begin{aligned}
S: L^{\infty}[0,1] & \longrightarrow \operatorname{Lip}_{0}[0,1] \\
f & \longmapsto T(f)=\int_{0}^{x} f(t) d t
\end{aligned}
$$

The inverse mapping $T^{-1}: \operatorname{Lip}_{0}[0,1] \rightarrow L^{\infty}[0,1]$ is given by $T^{-1}(g)=g^{\prime}$, a.e..

REMARK 12 (Godfroy ). We can see $\mathcal{F}\left(X, \mathrm{~d}_{X}\right)$ as the completion of the set of all measures $\mu$ of finite support under the norm

$$
\|\mu\|=\sup \left\{\int f d \mu: \operatorname{Lip}(f) \leq 1\right\}
$$

The following theorems are due to Lindenstrauss [Lin64] when $X$ is a Banach.

TheOrem 13 (Lindenstrauss, weak form). If $X$ is a Banach space then there is a norm one projection $p$ from $\operatorname{Lip}_{0}(X)$ onto its subspace $X^{*}$.

Proposition 14. If $X_{0}$ is a subset of a metric space $X$ containing the base point, then $\notin\left(X_{0}\right)$ can be identified naturally and isometrically as a linear subspace of $\mathbb{E}(X)$.

Proof. Consequence of Hahn-Banach Theorem.
3.5. Adjoint of Lipschitz operators. The aim of this subsection is to show that the Lipschitz adjoint of a Lipschitz mapping $T$, defined by I. Sawashima, in Saw75, Saw75], corresponds in a canonical way to the adjoint of a linear operator $T_{L}$ associated to $T$.

Definition 10. Consider $X, Y$ in $\mathcal{M}_{0}$ and let $T: X \longrightarrow Y$ be a Lipschitz map which preserves base point. We define $T^{\#}: \operatorname{Lip}_{0}(Y) \longrightarrow$ $\operatorname{Lip}_{0}(X) b y$

$$
T^{\#}(g)(x)=(g \circ T)(x)=g(T(x))
$$

The definition make sense by the property of composition maps.
Proposition 15. Consider $X, Y$ in $\mathcal{M}_{0}$ and let $T: X \longrightarrow Y$ be a Lipschitz map which preserves base point. Then $T^{\#}$ is a bounded linear map and $\left\|T^{\#}\right\|=\operatorname{Lip}(T)=\left\|\left.T^{\#}\right|_{Y^{*}}\right\|($ if $Y$ is a Banach space $)$.

Proof. We have

$$
\operatorname{Lip}\left(T^{\#}(g)\right)=\operatorname{Lip}(g \circ T) \leq \operatorname{Lip}(g) \operatorname{Lip}(T)
$$

so $\left\|T^{\#}\right\| \leq \operatorname{Lip}(T)$. For the converse inequality, fix $p, q \in Y$. Let $g_{0}=$ $d_{Y}(., q)-d_{Y}\left(\mathrm{e}_{Y}, q\right)$, then $\operatorname{Lip}\left(g_{0}\right)=1$. Indeed,

$$
\begin{aligned}
\left|g_{0}(x)-g_{0}(y)\right| & =\left|d_{Y}(x, q)-d_{Y}(y, q)\right| \\
& \leq d_{X}(x, y)
\end{aligned}
$$

this implies that $\operatorname{Lip}\left(g_{0}\right) \leq 1$. We have also

$$
\begin{aligned}
\operatorname{Lip}\left(g_{0}\right) & \geq \frac{\left|g_{0}(p)-g_{0}(q)\right|}{d_{Y}(p, q)} \\
& \geq \frac{d_{Y}(p, q)}{d_{Y}(p, q)} \\
& \geq 1 .
\end{aligned}
$$

And hence

$$
\begin{aligned}
\left\|T^{\#}\right\| & \geq \operatorname{Lip}\left(T^{\#}(g)\right) \\
& \geq \frac{\left|T^{\#}(g)(x)-T^{\#}(g)(y)\right|}{d_{X}(x, y)} \\
& \geq \frac{|g T(x)-g T(y)|}{d_{X}(x, y)} \\
& \geq \frac{|g T(x)-g T(y)|}{d_{Y}(T(x), T(y))} \frac{d_{Y}(T(x), T(y))}{d_{X}(x, y)} .
\end{aligned}
$$

Taking the supremum over $x$ and $y$, we find $\left\|T^{\#}\right\| \geq\|T\|$.
If $Y=E$ is a Banach space, we shall show that $T^{\#}$ corresponds in a canonical way to the usual adjoint of the linear operator attached to $T$ by Theorem 9 of linearization, i.e., $\left.T^{\#}\right|_{Y^{*}}=\left(T_{L}\right)^{*}$.

$$
\begin{aligned}
& \underset{\substack{p \downarrow \\
E^{*}}}{\operatorname{Lip}_{0}(E)} \xrightarrow[T_{L}^{*}]{\xrightarrow{T^{\#}}} \nearrow \operatorname{Lip}_{0}(X) \\
& E^{*} \xrightarrow{\mathrm{Id}} \quad \operatorname{Lip}_{0}(E) \quad \longrightarrow \operatorname{Lip}_{0}(X) \\
& \stackrel{\left(T_{L}\right)^{*}}{\searrow} \downarrow\left(T_{L}\right)^{\#} \quad{ }^{\text {Id }} \\
& \operatorname{Lip}_{0}(X)
\end{aligned}
$$

The restriction of $T^{\#}$ to $E^{*}$ is called the Lipschitz transpose map of $T$ and is denoted here by $T^{t}$. The correspondence

$$
T \longleftrightarrow T^{t}
$$

establishes an isomorphism between the vector spaces $\operatorname{Lip}_{0}(X, E)$ and $\mathcal{L}\left(\left(E^{*}, w^{*}\right),\left(X^{\#}, w^{*}\right)\right)$, where $w^{*}$ denote the weak ${ }^{*}$-topology (see [AJ13, Theorem 3.1]).

## CHAPTER 2

## p-summing Lipschitz operators

## 1. Introduction

The nonlinear version of $p$-summing operators was introduced by J.-D. Farmer and W.-B. Johnson in [FJ09]. We consider now $X$ a pointed metric space and $E$ a Banach space.

Definition 11. A Lipschitz map $T: X \longrightarrow E$ is called Lipschitz psumming $(1 \leq p<\infty)$, if there is a positive constant $C$ such that for all $\left\{x_{i}\right\}_{1 \leq i \leq n},\left\{y_{i}\right\}_{1 \leq i \leq n}$ in $X$ and all $\left\{a_{i}\right\}_{1 \leq i \leq n} \subset \mathbb{R}^{+}$, we have

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i}\left\|T\left(x_{i}\right)-T\left(y_{i}\right)\right\|^{p} \leq C^{p} \sup _{f \in \mathcal{B}_{X} \#} \sum_{i=1}^{n} a_{i}\left|f\left(x_{i}\right)-f\left(y_{i}\right)\right|^{p} \tag{1.1}
\end{equation*}
$$

We denote by $\pi_{p}^{L}(T)$, the smallest constant $C$ verifying inequality 1.1). The space $\Pi_{p}^{L}(X, E)$ of Lipschitz $p$-summing functions from any metric space into $Y$ is a Banach space under the norm $\pi_{p}^{L}($.$) . If T$ is linear then $\pi_{p}^{L}(T) \leq$ $\pi_{p}(T)$ ( in fact we have $\left.\pi_{p}^{L}(T)=\pi_{p}(T)\right)$.

Notice that for any embedding $j: Y \rightarrow Z$, we have $\pi_{p}^{L}(T)=\pi_{p}^{L}(j T)$ and $\pi_{p}^{L}(T)=\sup _{X_{0} \subset X}\left\{\pi_{p}^{L}\left(T / X_{0}\right): X_{0}\right.$ finite subset of $\left.X\right\}$. Also, the definition stays the same if we restrict to $a_{i}=1$, we can found it implicitly in [FJ09.

Proposition 16 (Ideal property). Let $X, Z$ be pointed metric spaces and $E, F$ be Banach spaces. Let $R: Z \longrightarrow X, S: E \longrightarrow$ Fbe Lipschitz functions and $T: X \longrightarrow E$ be a Lipschitz p-summing operator. Then $S T R$ is Lipschitz p-summing operator and $\pi_{p}^{L}(S T R) \leq \operatorname{Lip}(S) \pi_{p}^{L}(T) \operatorname{Lip}(R)$.

We have

$$
\begin{aligned}
& \sum_{i=1}^{n}\left\|S T R\left(z_{i}\right)-S T R\left(z_{i}^{\prime}\right)\right\|^{p} \\
\leq & \operatorname{Lip}(S)^{p} \sum_{i=1}^{n}\left\|T R\left(z_{i}\right)-T R\left(z_{i}^{\prime}\right)\right\|^{p} \\
\leq & \operatorname{Lip}(S)^{p} \pi_{p}^{L}(T)^{p} \sup _{f \in \mathcal{B}_{X \#}} \sum_{i=1}^{n}\left|f\left(R\left(z_{i}\right)\right)-f\left(R\left(z_{i}^{\prime}\right)\right)\right|^{p} \\
\leq & \operatorname{Lip}(S)^{p} \pi_{p}^{L}(T)^{p} \operatorname{Lip}(R)^{p} \sup _{f \in \mathcal{B}_{X \#}} \sum_{i=1}^{n}\left|\frac{f \circ R}{\operatorname{Lip}(R)}\left(z_{i}\right)-\frac{f \circ R}{\operatorname{Lip}(R)}\left(z_{i}^{\prime}\right)\right|^{p} \\
\leq & \operatorname{Lip}(S)^{p} \pi_{p}^{L}(T)^{p} \operatorname{Lip}(R)^{p} \sup _{g \in \mathcal{B}_{Z} \#} \sum_{i=1}^{n}\left|g\left(z_{i}\right)-g\left(z_{i}^{\prime}\right)\right|^{p}
\end{aligned}
$$

Remark 13. Every pointed metric space $(X, d)$ is isometric to a subspace of $\mathcal{C}\left(\mathcal{B}_{X} \#\right)$.

Indeed, define

$$
i_{X}: X \longrightarrow \mathcal{C}\left(\mathcal{B}_{X} \#\right) \text { by } i(x)(f)=f(x)
$$

We have

$$
\begin{aligned}
d\left(i_{X}\left(x_{1}\right), i_{X}\left(x_{2}\right)\right) & =\sup _{f \in \mathcal{B}_{X} \#}\left|i_{X}\left(x_{1}\right)(f)-i_{X}\left(x_{2}\right)(f)\right| \\
& =\sup _{f \in \mathcal{B}_{X} \#}\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \\
& =\sup _{f \in \mathcal{B}_{X} \#} \frac{\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|}{d\left(x_{1}, x_{2}\right)} d\left(x_{1}, x_{2}\right) \\
& =d\left(x_{1}, x_{2}\right)
\end{aligned}
$$

because $\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|$ is at most $d\left(x_{1}, x_{2}\right)$ whenever $f \in \mathcal{B}_{X^{\#}}$ and this upper bound is in fact attained: given any two points $x, x^{\prime} \in X$, the function $f: X \longrightarrow \mathbb{R}$ given by $f()=.d\left(., x_{2}\right)-d\left(x_{2}, 0\right)$ is in $\operatorname{Lip}_{0}(X, \mathbb{R})$, has Lipschitz constant 1 and satisfies $\left|f(x)-f\left(x^{\prime}\right)\right|=d\left(x, x^{\prime}\right)$. This implies that $d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)=d\left(x_{1}, x_{2}\right)$ and hence $i_{X}$ is an isometry.

Proposition 17. Let $X$ be a metric space and $E, F$ be Banach spaces. Consider two Lipschitz maps $T: X \longrightarrow E$ and $S: X \longrightarrow F$ such that $\left\|T\left(x_{1}\right)-T\left(x_{2}\right)\right\| \leq C\left\|S\left(x_{1}\right)-S\left(x_{2}\right)\right\|$ for a positive constant $C$. Suppose that $S$ is injective. Then, There is $R: \overline{S(X)} \longrightarrow E$ lipschitzian such that $T=R \circ S$ and $\operatorname{Lip}(R) \leq C$.

Proof. We let $R(z)=T S^{-1}(z)$ We have $R \circ S(x)=T S^{-1}(S(x))=$ $T(x)$ and for all $z_{1}, z_{2} \in S(X)$

$$
\begin{aligned}
\left\|R\left(z_{1}\right)-R\left(z_{2}\right)\right\| & =\left\|T S^{-1}\left(z_{1}\right)-T S^{-1}\left(z_{2}\right)\right\| \\
\left(x_{i}=S^{-1}\left(z_{i}\right)\right) & =\left\|T\left(x_{1}\right)-T\left(x_{2}\right)\right\| \\
& \leq C\left\|S\left(x_{1}\right)-S\left(x_{2}\right)\right\| \\
& \leq C\left\|z_{1}-z_{2}\right\|
\end{aligned}
$$

We end the proof by extended $R$ by density to $\overline{S(X)}$.

## 2. Properties

We give now Pietsch domination-factorization theorem for Lipschitz $p$ summing operators.

ThEOREM 14 ([FJ09]). Let $1 \leq p<\infty$. The following properties are equivalent for a mapping $T: X \longrightarrow E$ and a positive constant $C$.
(a) The mapping $T$ is Lipschitz p-summing and $\pi_{p}^{L}(T) \leq C$.
(b) There is a probability $\mu$ on $\mathcal{B}_{X} \#$ such that

$$
\|T(x)-T(y)\| \leq C\left(\int_{B_{X} \#}|f(x)-f(y)|^{p} d \mu(f)\right)^{\frac{1}{p}}
$$

(c) For any isometric embedding $j$ of $Y$ into a 1-injective space $Z$, the following diagram commute

$$
\begin{array}{lll}
L_{\infty}\left(\mathcal{B}_{X \#}, \mu\right) & \xrightarrow{i_{p}} & L_{p}\left(\mathcal{B}_{X \#}, \mu\right) \\
i \uparrow & & \downarrow \widetilde{T} \\
X \xrightarrow{T} Y & \xrightarrow{j} & Z
\end{array}
$$

with $\operatorname{Lip}(\widetilde{T}) \leq C$.
(d) There is a probability $\mu$ on $K=\overline{\operatorname{ext}\left(\mathcal{B}_{X^{\#}}\right)}$ (for the topology of pointwise convergence on $X$ ), such that

$$
\begin{equation*}
\|T(x)-T(y)\| \leq C\left(\int_{K}|f(x)-f(y)|^{p} d \mu(f)\right)^{\frac{1}{p}} \tag{2.1}
\end{equation*}
$$

Proof. The property $(a) \Longrightarrow(b)$.
Let $\mathcal{C}$ be the convex cone in $C\left(\mathcal{B}_{X^{\#}}\right)$ of the functions of the form

$$
\varphi_{a_{i}, x_{i}, y_{i}}(f)=\left\{\sum_{i=1}^{n} C^{p} a_{i}\left|f\left(x_{i}\right)-f\left(y_{i}\right)\right|^{p}-a_{i}\left\|T\left(x_{i}\right)-T\left(y_{i}\right)\right\|^{p}\right\}
$$

where $n \in \mathbb{N}, a_{i} \in \mathbb{R}_{+}^{*}$ and $x_{i}, y_{i} \in X$.
The set $\mathcal{M}$ is a convex cone. Indeed, let $\varphi_{1}, \varphi_{2}$ be in $\mathcal{M}$ and $a \in[0,1]$ such that

$$
\varphi_{1\left(\left(a_{1 i}\right),\left(x_{1 i}\right),\left(y_{1 i}\right)\right)}(f)=\sum_{i=1}^{n_{1}} C^{p} a_{1 i}\left|f\left(x_{i}\right)-f\left(y_{1 i}\right)\right|^{p}-a_{i 1}\left\|T\left(x_{1 i}\right)-T\left(y_{1 i}\right)\right\|^{p}
$$

and

$$
\varphi_{2\left(\left(a_{2 i}\right),\left(x_{2 i}\right),\left(y_{2}\right)\right)}(f)=\sum_{i=1}^{n_{2}} C^{p} a_{2 i}\left|f\left(x_{2 i}\right)-f\left(y_{2 i}\right)\right|^{p}-a_{2 i}\left\|T\left(x_{2 i}\right)-T\left(y_{2 i}\right)\right\|^{p}
$$

It follows that for $a \in \mathbb{R}^{+}$

$$
\begin{array}{cc}
= & a \varphi \\
= & \left.\sum_{i=1}^{n_{1}} C^{p} a a_{1 i} \mid f\left(\left(x_{i 1}\right)\right)\left(x_{1 i}\right),\left(y_{1 i}\right)\right) \\
= & \varphi_{\left(\left(a a_{1 i}\right),\left(y_{1 i}\right),\left(y_{1 i}\right)\right)}(f)
\end{array}
$$

and

$$
\begin{aligned}
= & \sum_{i=1}^{\varphi_{1}+\varphi_{1}} C^{p} a_{1 i}\left|f\left(x_{1 i}\right)-f\left(y_{1 i}\right)\right|^{p}-a_{i 1}\left\|T\left(x_{1 i}\right)-T\left(y_{1 i}\right)\right\|^{p}+ \\
& \sum_{i=1}^{n=1} C^{p} a_{2 i}\left|f\left(x_{2 i}\right)-f\left(y_{2 i}\right)\right|^{p}-a_{2 i}\left\|T\left(x_{2 i}\right)-T\left(y_{2 i}\right)\right\|^{p} \\
= & \sum_{i=1}^{n} C^{p} a_{i}\left|f\left(x_{i}\right)-f\left(y_{i}\right)\right|^{p}-a_{i}\left\|T\left(x_{i}-y_{i}\right)\right\|^{p} .
\end{aligned}
$$

Finally we have

$$
\varphi_{1}+\varphi_{2}=\sum_{i=1}^{n} C^{p} a_{i}\left|f\left(x_{i}\right)-f\left(y_{i}\right)\right|^{p}-a_{i}\left\|T\left(x_{i}\right)-T\left(y_{i}\right)\right\|^{p}
$$

with $n=n_{1}+n_{2}$,
$a_{i}=\left\{\begin{array}{lll}a_{1 i} & \text { if } & 1 \leq i \leq n_{1}, \\ a_{2 i} & \text { if } & n_{1}+1 \leq i \leq n\end{array}, x_{i}=\left\{\begin{array}{lll}x_{1 i} & \text { if } & 1 \leq i \leq n_{1}, \\ x_{2 i} & \text { if } & n_{1}+1 \leq i \leq n\end{array}\right.\right.$ and $y_{i}=$ $\begin{cases}y_{1 i} & \text { if } 1 \leq i \leq n_{1}, \\ y_{2 i} & \text { if } \\ n_{1}+1 \leq i \leq n .\end{cases}$
By hypothesis, the convex cone $\mathcal{C}$ is disjoint from the negative cone

$$
\mathcal{C}_{-}=\left\{\psi \in C\left(\mathcal{B}_{X^{\#}}\right): \psi(f)<0, \forall f \in \mathcal{B}_{X^{\#}}\right\} .
$$

which is an open convex subset of $C\left(\mathcal{B}_{X} \#\right)$. By Hahn-Banach theorem analytic form "large separation theorem" and Riesz "representation theorem", there is a finite signed Radon-Borel (a signed Radon-Borel measure on the compact is finite) measure $\mu \neq 0$ and a real $\alpha$ such that for all $\varphi \in \mathcal{C}$ and $\psi \in \mathcal{C}_{-}$, we have

$$
\int_{\mathcal{B}_{X \#}} \psi(f) d \mu(f) \leq \alpha \leq \int_{\mathcal{B}_{X} \#} \varphi(f) d \mu(f) .
$$

Because $0 \in \mathcal{C}$ and the negative constants are in $\mathcal{C}_{-}$, than we can take $\alpha=0$. Also, one has

$$
\int_{\mathcal{B}_{X} \#} \psi(f) d \mu(f) \leq 0, \quad \forall \psi \in \mathcal{C}_{-} \Longleftrightarrow \mu \geq 0
$$

We can put $\mu\left(\mathcal{B}_{X \#}\right)=1$, if is not the case we divide by $\lambda\left(\mathcal{B}_{X \#}\right)$. In particular we take $\varphi(f)=C^{p}|f(x)-f(y)|^{p}-\|T(x)-T(y)\|^{p}$, we have

$$
\begin{aligned}
\int_{B_{X \#}} \varphi(f) d \mu(f) & =\int_{\mathcal{B}_{X \#}} C^{p}|f(x)-f(y)|^{p}-\|T(x)-T(y)\|^{p} d \mu(f) \\
& \geq 0
\end{aligned}
$$

this implies

$$
\|T(x)-T(y)\| \leq C\left(\int_{\mathcal{B}_{X} \#}|f(x)-f(y)|^{p} d \mu(f)\right)^{\frac{1}{p}}
$$

The property $(b) \Longrightarrow(c)$.
Let $i: X \longrightarrow L_{\infty}\left(\mathcal{B}_{X^{\#}}, \mu\right)$ be the natural isometric embedding which is the the formal identity from $C\left(\mathcal{B}_{X} \#\right)$ into $L_{\infty}\left(\mathcal{B}_{X} \#, \mu\right)$ composed with $i_{X}$. Then (b) says the the Lipschitz norm of $\widetilde{T}$ restricted to $i_{p}(i(X))$ is bounded by $C$, which is $(c)$.
The property $(c) \Longrightarrow(a)$.
By the above, we have

$$
\begin{aligned}
\pi_{p}^{L}(T)=\pi_{p}^{L}(j T) & \leq \operatorname{Lip}(\widetilde{T}) \pi_{p}^{L}\left(i_{p}\right) \operatorname{Lip}(i) \\
& \leq \operatorname{Lip}(\widetilde{T}) \pi_{p}\left(i_{p}\right) \operatorname{Lip}(i) \\
& \leq \operatorname{Lip}(\widetilde{T}) \\
& \leq C
\end{aligned}
$$

The property $(a) \Longrightarrow(d)$ is the same as the proof of $(a) \Longrightarrow(b)$ since the supremum in the right part of inequality 2.1 is taken on $K$. This ends the proof.

As an immediate consequence, we have
Proposition 18. Let $1 \leq p<q<\infty$. If $T: X \longrightarrow Y$ is Lipschitz $p$-summing then, $T$ is is Lipschitz $q$-summing and $\pi_{q}^{L}(T) \leq \pi_{p}^{L}(T)$.

## 3. Nonlinear version of Grothendiek's theorem

We start by recalling the linear case of Grothendieck's theorem (G.T. in short). For more informations, we can consult [?]. We start by the little G.T. in the linear case which goes back to Grothendieck.

Theorem 15. Let $K$ be a compact set and let $H$ be a Hilbert space.
(a) Any bounded linear operator $u: H \longrightarrow L_{1}$ satisfies

$$
\left\|\left(\sum_{i=1}^{n}\left|u\left(x_{i}\right)\right|^{2}\right)^{\frac{1}{2}}\right\|_{L_{1}} \leq \sqrt{\frac{\pi}{2}}\|u\|\left(\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}\right)^{\frac{1}{2}}, \quad \text { for any }\left(x_{i}\right) \subset H
$$

(b) Any bounded linear operator $v: \mathcal{C}(K) \longrightarrow H$ (or any $\left.v: L_{\infty} \longrightarrow H\right)$ is 2 summing and satisfies $\pi_{2}(v) \leq \sqrt{\frac{\pi}{2}}\|v\|$.

Let now the dual form. It appeared in GL75
Theorem 16. Let $H$ be a Hilbert space. Then any bounded linear operator $w: L_{1} \longrightarrow H$ is 2 -summing and satisfies $\pi_{2}(w) \leq \sqrt{\frac{\pi}{2}}\|w\|$.

The following theorem known as Grotendieck's theorem is due to Lindenstrauss Pełczyński [?].

Theorem 17. Let $H$ be a Hilbert space. Then any bounded linear operator $w: L_{1} \longrightarrow H$ is 2-summing and satisfies $\pi_{2}(w) \leq K\|w\|$ for some absolute constant $K$. The best constant $K$ is noted by $K_{G}$, the Grothendiek constant for the real case and $K_{G}^{\mathbb{C}}$ for the complex case.

We now give the nonlinear version of Grothendiek's theorem.
Theorem 18 ([FJ09], CZ11 and Saa15]). Let $X$ be pointed metric space such that $X$ embeds isometrically into an $R$-tree. Then for any Hilbert space $H$, we have

$$
\pi_{1}^{L}(X, H)=\operatorname{Lip}_{0}(X, H)
$$

and

$$
\pi_{1}^{L}(T) \leq K_{G} \operatorname{Lip}(T) \text { for every } T \text { in } \operatorname{Lip}_{0}(X, H)
$$

Proof. Consider the diagram as in Theorem 9

where $\nVdash(X)$ is isometrically isomorphic to $L_{1}(\mathbb{R})$. We have $T^{L}$ is 1 -summing and $\pi_{1}\left(T_{L}\right) \leq K_{G}\left\|T_{L}\right\| \leq K_{G} \operatorname{Lip}(T)$.

Other proof. In the category of metric space with Lipschitz maps as isomorphisms, weighted trees play a role analogous to that of $L_{1}$ in the linear theory. In particular, every finite weighted tree has the lifting property, which is to say that if $X$ is a finite weighted tree, $T: X \rightarrow Y$ is a Lipschitz mapping from $X$ into a metric space $Y$, and $q: Z \rightarrow Y$ is a 1-Lipschitz quotient mapping, then for each $\epsilon>0$ there is a mapping $S: X \rightarrow Z$ so that $\operatorname{Lip}(S) \leq \operatorname{Lip}(T)+\epsilon$ and $T=q S$.

$$
\begin{array}{lll} 
\\
\\
X & \begin{array}{l} 
\\
S \\
T
\end{array} & \begin{array}{l}
Z \\
\downarrow
\end{array} \\
Y
\end{array}
$$

Letting $Y$ be a Hilbert space and $Z$ an $L_{1}$ space, we can deduce from Grothendieck's theorem and the ideal property of $\pi_{1}^{L}$ that if every finite subset of $X$ is contained in a finite subset of $X$ that is a weighted tree (in particular, if $X$ is a tree or a metric tree), then $\pi_{1}^{L}(T) \leq K_{G} \operatorname{Lip}(T)$, where $K_{G}$ is Grothendieck's constant. Here we use the obvious fact that $\pi_{p}(T: X \rightarrow Y)$ is the supremum of $\pi_{p}\left(T_{\mid K}\right)$ as $K$ ranges over finite subsets of $X$.

## CHAPTER 3

## Other notions of summability

## 1. Lipschitz $\tau(p)$-summing operators

The following definition was studied by X. Mujica in Muj08 for multilinear operators, which generalizes absolutely $\tau$-summing linear operators introduced by A. Pietsch in Pie80].

Definition 12 (MT17]). Let $T$ be in $\operatorname{Lip}_{0}(X, E)$ and consider $1 \leq$ $q \leq p<\infty$. We say that $T$ is Lipschitz $\tau(p, q)$-summing if there is a positive constant $C$ such that, for all $n \in \mathbb{N} ;\left(x_{i}\right),\left(x_{i}^{\prime}\right) \subset X ;\left(a_{i}^{*}\right) \subset E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n} \subset \mathbb{R}_{+}$, we have

$$
\begin{aligned}
& \left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
\leq & C \sup _{\substack{\|f\| \leq 1 \\
\| \| \| \leq 1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a_{i}^{*}, a\right\rangle\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $f \in X^{\#}$ and $a \in E$. We will denote this class of mappings by $\Pi_{\tau(p, q)}^{L}(X, E)$ and we equip it with the norm $\pi_{\tau(p, q)}^{L}(T)=\inf C$, for the constants that appear in the above expression, for which it becomes a Banach space. When $p=q$, we write $\Pi_{\tau(p)}^{L}$ and $\pi_{\tau(p)}^{L}$ instead of $\Pi_{\tau(p, p)}^{L}$ and $\pi_{\tau(p, p)}^{L}$ respectively and we say that $T$ is Lipschitz $\tau(p)$-summing. If $p=q=1$, we simply write $\Pi_{\tau}^{L}$ and $\pi_{\tau}^{L}$ and we say that $T$ is Lipschitz $\tau$-summing. Like the linear case, if $1 \leq s \leq r \leq q \leq p$, then $\Pi_{\tau(q, r)}^{L} \subset \Pi_{\tau(p, s)}^{L}$ and $\pi_{\tau(p, s)}^{L}(T) \leq \pi_{\tau(q, r)}^{L}(T)$ for all $T$ in $\Pi_{\tau(q, r)}^{L}$. Moreover, it follows that

$$
\Pi_{\tau(q, r)}^{L} \subset \Pi_{\tau(p, r)}^{L} \text { and } \pi_{\tau(p, r)}^{L}(T) \leq \pi_{\tau(q, r)}^{L}(T) \text { for all } T \text { in } \Pi_{\tau(q, r)}^{L}
$$

and

$$
\Pi_{\tau(q, r)}^{L} \subset \Pi_{\tau(q, s)}^{L} \text { and } \pi_{\tau(q, s)}^{L}(T) \leq \pi_{\tau(q, r)}^{L}(T) \text { for all } T \text { in } \Pi_{\tau(q, r)}^{L}
$$

Remark 14. 1- The definition is the same if we restrict to $\lambda_{i}=1$ (by the same argument cited implicitly in [FJ09]).

2- By Goldstine's theorem, we can replace a by $a^{* *} \in E^{* *}$ in the inequality (1.1).

Remark 15. - If $T$ is linear then $T$ is $\tau(p)$-summing implies that $T$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(T) \leq \pi_{\tau(p)}(T)$. We do not know if
the converse is true. Because there is no factorization theorem and $\mathcal{B}_{X^{\#}}$ is difficult to handle. Is it a good generalization?

Lemma 1. Let $1 \leq p<\infty$. For $n \in \mathbb{N},\left(x_{i}\right)_{1<i<n},\left(x_{i}^{\prime}\right)_{1<i<n} \subset X$, $\left(a_{i}^{*}\right)_{1 \leq i \leq n} \subset E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}_{+}$; let $v: l_{p *}^{n} \longrightarrow \bar{X} \boxtimes_{\varepsilon} E^{*}$ be a linear operator such that $v\left(e_{i}\right)=\delta_{\left(x_{i}, x_{i}^{\prime}\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}$; where $\left(e_{i}\right)$ denotes the unit vector basis of $l_{p *}^{n}$ and $\boxtimes$ denotes the Lipschitz tensor product as introduced in CCJV15. We have

Proof. We have

$$
\begin{aligned}
& \|v\|=\sup _{\|\alpha\|_{l_{p^{*}}^{n}}=1}\|v(\alpha)\|_{X \boxtimes_{\varepsilon} E^{*}} \\
& =\sup _{\|\alpha\|_{l_{p^{*}}}^{n_{*}}=1}\left\|\sum_{i=1}^{n} \alpha_{i} v\left(e_{i}\right)\right\|_{X \boxtimes_{\varepsilon} E^{*}}\left(\alpha=\sum_{i=1}^{n} \alpha_{i} e_{i}\right) \\
& =\sup _{\|\alpha\|_{p^{*}}^{n}=1}\left\|\sum_{i=1}^{n} \alpha_{i} \delta_{\left(x_{i}, x_{i}^{\prime}\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}\right\|_{X \boxtimes_{\varepsilon} E^{*}} \\
& =\sup _{\substack{\|\alpha\|_{D_{p}^{n}=1\|f\|_{X}}^{\|a\|_{E}=1}}} \sup _{\substack{ \\
\|=1}}\left(\sum_{i=1}^{n} \alpha_{i} \lambda_{i}^{\frac{1}{p}}\left|\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a_{i}^{*}, a\right\rangle\right|\right) \\
& =\sup _{\substack{\|f\|_{X \#}=1 \\
\|a\|_{E}=1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a_{i}^{*}, a\right\rangle\right\rangle^{p}\right)^{\frac{1}{p}} .
\end{aligned}
$$

This proves the Lemma.
Proposition 19. Let $T$ be in $\operatorname{Lip}_{0}(X, E)$. The operator $T$ is Lipschitz $\tau(p)$-summing if, and only if, for all $n \in \mathbb{N},\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n} \subset X$, $\left(a_{i}^{*}\right)_{1 \leq i \leq n} \subset E^{*},\left(\lambda_{i}\right)_{1 \leq i \leq n} \subset \mathbb{R}_{+}$and all linear operator $v: l_{p *}^{n} \xrightarrow{-} X \boxtimes_{\varepsilon} E^{*}$ such that $v\left(e_{i}\right)=\delta_{\left(x_{i}, x_{i}^{\prime}\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}$, we have

$$
\begin{equation*}
\left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}\right)^{\frac{1}{p}} \leq C\|v\| \tag{1.2}
\end{equation*}
$$

We now give the left ideal property in "Pietsch's sense".
Proposition 20. Consider $T$ in $\operatorname{Lip}_{0}(Y, E)$ and $R$ in $\operatorname{Lip}_{0}(X, Y)$. If $T$ is Lipschitz $\tau(p)$-summing operator, then $T \circ R$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(T \circ R) \leq \pi_{\tau(p)}^{L}(T) \operatorname{Lip}(R)$.

Proof. Let $n \in \mathbb{N},\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1<i<n} \subset X,\left(a_{i}^{*}\right)_{1 \leq i \leq n} \subset E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n} \subset \mathbb{R}_{+}$. It suffices by inequality 1.2 ) to show that

$$
\left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T \circ R\left(x_{i}\right)-T \circ R\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}\right)^{\frac{1}{p}} \leq \pi_{\tau(p)}^{L}(T) \operatorname{Lip}(R)\|w\|
$$

where $w: l_{p *}^{n} \longrightarrow X \boxtimes_{\varepsilon} E^{*}$ such that $w\left(e_{i}\right)=\delta_{\left(x_{i}, x_{i}^{\prime}\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}$.
Consider the following commutative diagram

$$
\begin{array}{ll}
l_{p *}^{n} \\
w \downarrow \\
X \boxtimes_{\varepsilon} E^{*}
\end{array} \quad \stackrel{v}{R \boxtimes i d_{E^{*}}} \quad \nearrow \quad Y \boxtimes_{\varepsilon} E^{*}
$$

where

$$
v\left(e_{i}\right)=\delta_{\left(R\left(x_{i}\right), R\left(x_{i}^{\prime}\right)\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}
$$

and

$$
R \boxtimes i d_{E^{*}}\left(\delta_{\left(x_{i}, x_{i}^{\prime}\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*}\right)=\delta_{\left(R\left(x_{i}\right), R\left(x_{i}^{\prime}\right)\right)} \boxtimes \lambda_{i}^{\frac{1}{p}} a_{i}^{*} .
$$

The Lipschitz injective norm $\varepsilon$ is uniform by CCJV15, Theorem 7.1] and by CCJV15, Proposition 4.2], we have

$$
\begin{aligned}
\left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T \circ R\left(x_{i}\right)-T \circ R\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}\right)^{\frac{1}{p}} & \leq \pi_{\tau(p)}^{L}(T)\|v\| \\
& \leq \pi_{\tau(p)}^{L}(T)\|w\|\left\|R \boxtimes i d_{E^{*}}\right\| \\
& \leq \pi_{\tau(p)}^{L}(T) \operatorname{Lip}(R)\|w\|
\end{aligned}
$$

This implies by inequality $(1.2)$ that $T \circ R$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(T \circ R) \leq \pi_{\tau(p)}^{L}(T) \operatorname{Lip}(R)$ and this ends the proof.

Proposition 21. Consider $T$ in $\operatorname{Lip}_{0}(Y, E)$ and $S$ in $\operatorname{Lip}_{0}(E, F)$. If $T$ is Lipschitz $\tau(p)$-summing operator, then $S \circ T$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(S \circ T) \leq \operatorname{Lip}(S) \pi_{\tau(p)}^{L}(T)$.

Proof. Let $\left(y_{i}\right)_{1 \leq i \leq n},\left(y_{i}^{\prime}\right)_{1 \leq i \leq n} \subset Y,\left(b_{i}^{*}\right)_{1 \leq i \leq n} \subset F^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n} \subset$ $\mathbb{R}_{+}$, we have

$$
\begin{aligned}
& \left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle S \circ T\left(y_{i}\right)-S \circ T\left(y_{i}^{\prime}\right), b_{i}^{*}\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
= & \left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(y_{i}\right), S^{\#}\left(b_{i}^{*}\right)\right\rangle-\left\langle T\left(y_{i}^{\prime}\right), S^{\#}\left(b_{i}^{*}\right)\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
= & \left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(y_{i}\right), S^{t}\left(b_{i}^{*}\right)\right\rangle-\left\langle T\left(y_{i}^{\prime}\right), S^{t}\left(b_{i}^{*}\right)\right\rangle\right|^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

( $S^{t}$ is the transposed of the linear operator attached to $S$ )

$$
\begin{aligned}
& =\left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(y_{i}\right)-T\left(y_{i}^{\prime}\right), S^{t}\left(b_{i}^{*}\right)\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
& \leq \pi_{\tau(p)}^{L}(T) \sup _{\substack{\|f\|_{Y} \neq 1 \\
\|a\|_{E}=1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(y_{i}\right)-f\left(y_{i}^{\prime}\right)\right)\left\langle S^{t}\left(b_{i}^{*}\right), a\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
& \leq \pi_{\tau(p)}^{L}(T)\left\|S^{t}\right\| \sup _{\substack{\|f\|_{Y \#}=1 \\
\|a\|_{E}=1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(y_{i}\right)-f\left(y_{i}^{\prime}\right)\right)\left\langle\frac{S^{t}\left(b_{i}^{*}\right)}{\left\|S^{t}\right\|}, a\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
& \leq \pi_{\tau(p)}^{L}(T)\left\|S^{t}\right\| \sup _{\substack{\|f\|_{Y \#}=1 \\
\|a\|_{E}=1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(y_{i}\right)-f\left(y_{i}^{\prime}\right)\right)\left\langle b_{i}^{*}, \frac{S^{L}(a)}{\left\|S^{t}\right\|}\right\rangle\right|^{p}\right)^{\frac{1}{p}} \\
& \leq \operatorname{Lip}(S) \pi_{\tau(p)}^{L}(T) \sup _{\substack{\|f\|_{B_{Y}} \leq 1 \\
\|b\|_{F}=1}}\left(\sum_{i=1}^{n} \lambda_{i}\left|\left(f\left(y_{i}\right)-f\left(y_{i}^{\prime}\right)\right)\left\langle b_{i}^{*}, b\right\rangle\right|^{p}\right)^{\frac{1}{p}} .
\end{aligned}
$$

Therefore, $S \circ T$ is Lipschitz $\tau(p)$-summing operator and $\pi_{\tau(p)}^{L}(S \circ T) \leq$ $\pi_{\tau(p)}^{L}(T) \operatorname{Lip}(S)$.

We will present the following characterization (Pietsch's domination theorem) concerning this class of Lipschitz operators. For the proof, we use the same idea as used for example in AMS09] and Muj08, Theorem 3.6]. Before this, we first announce the Ky Fan's lemma. The proof can be consulted in DJT95, p. 190].

Lemma 2. Let $K$ be a Hausdorff topological vector space and let $C$ be a compact convex subset of $K$. Let $\mathcal{M}$ be a set of functions on $C$ with values in $(-\infty, \infty]$ having the following properties.
(a) each $f \in \mathcal{M}$ is convex and lower semicontinuous;
(b) if $g \in \operatorname{conv}(\mathcal{M})$, there is an $f \in \mathcal{M}$ with $g(x) \leq f(x), \forall x \in C$;
(c) there is an $r \in \mathbb{R}$ such that each $f \in \mathcal{M}$ has a value $\leq r$.

Then there is an $x_{0} \in C$ such that $f\left(x_{0}\right) \leq r$ for all $f \in \mathcal{M}$.
Theorem 19. Consider $T \in \operatorname{Lip}_{0}(X, E)$ and $C$ a positive constant.
(1) The operator $T$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(T) \leq C$.
(2) There exist Radon probability measures $\mu_{1}$ on $\mathcal{B}_{X^{\#}}$ and $\mu_{2}$ on $\mathcal{B}_{E^{* *}}$, such that for all $x, x^{\prime}$ in $X$ and $a^{*}$ in $E^{*}$, we have

$$
\begin{align*}
& \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & C\left(\int_{\mathcal{B}_{X} \#} \int_{\mathcal{B}_{E^{* *}}} \left\lvert\,\left(f(x)-\left.f\left(x^{\prime}\right)\left\langle a^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p}}\right.\right) \tag{1.3}
\end{align*}
$$

Moreover, in this case

$$
\left.\pi_{\tau(p)}^{L}(T)=\inf \{C>0: \text { for all } C \text { verifying the inequality } 1.3)\right\}
$$

Proof. We are interested only to the first affirmation because using inequality (1.3), one easily shows that $T$ is Lipschitz $\tau(p)$-summing and $\pi_{\tau(p)}^{L}(T) \leq C$. Consider the sets $\mathcal{P}\left(\mathcal{B}_{X^{\#}}\right)$ and $\mathcal{P}\left(\mathcal{B}_{E^{* *}}\right)$ of probability measures in $\mathcal{C}\left(\mathcal{B}_{X^{\#}}\right)^{*}$ and $\mathcal{C}\left(\mathcal{B}_{E^{* *}}\right)^{*}$ respectively endowed with their weak ${ }^{*}$ topologies. These sets are compact and convex. We are going now to apply Ky Fan's Lemma with $K=\mathcal{C}\left(\mathcal{B}_{X^{\#}}\right)^{*} \times \mathcal{C}\left(\mathcal{B}_{E^{* *}}\right)^{*}$ and $\mathrm{C}=\mathcal{P}\left(\mathcal{B}_{X^{\#}}\right) \times \mathcal{P}\left(B_{E^{* *}}\right)$ which is convex and compact.
Let $\mathcal{M}$ be the set of all functions $\varphi$ from $C$ with values in $\mathbb{R}$ of the form

$$
\begin{aligned}
& \varphi_{\left(\left(x_{i}\right),\left(x_{i}^{\prime}\right),\left(a_{i}^{*}\right),\left(\lambda_{i}\right)\right)}\left(\mu_{1}, \mu_{2}\right) \\
= & \sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}-C \int_{B_{X \#}} \int_{B_{E^{* *}}} \\
& \lambda_{i}\left|\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a_{i}^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right)
\end{aligned}
$$

where $\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n} \subset X ;\left(a_{i}^{*}\right)_{1 \leq i \leq n} \subset E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n} \subset \mathbb{R}_{+}$. These functions are continuous and convex. The set $\mathcal{M}$ is a convex cone. We now apply Key Fan's Lemma (the conditions (a) and (b) are satisfied). For the condition (c), since $\mathcal{B}_{X^{\#}}$ is a compact Hausdorff space in the topology of pointwise convergence on $X$ and $\mathcal{B}_{E^{* *}}$ are weak * compact and "norming" sets, using the fact that $X$ is isometrically embedding into $\mathcal{B}_{X \#}$ and by the classical Goldstine's theorem there exist for $\varphi \in \mathcal{M}$ two elements, $f_{0}$ in $\mathcal{B}_{X} \#$ and $a_{0}^{* *}$ in $\mathcal{B}_{E^{* *}}$ such that

$$
\begin{aligned}
& \sup _{\left\|a^{* *}\right\|_{E^{* *}}=1}\left\|\left(\lambda_{i}^{\frac{1}{p}}\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a_{i}^{*}, a^{* *}\right\rangle\right)\right\|_{l_{p}^{n}}^{p} \\
= & \sum_{i=1}^{n} \lambda_{i}\left|f_{0}\left(x_{i}\right)-f_{0}\left(x_{i}^{\prime}\right)\left\langle a_{i}^{*}, a_{0}^{* *}\right\rangle\right|^{p}
\end{aligned}
$$

If $\delta_{f_{0}}$ and $\delta_{a_{0}^{* *}}$ denote the Dirac's measures supported by $f_{0}$ and $a_{0}^{* *}$ respectively, we have

$$
\begin{array}{ll}
\varphi_{\left(\left(x_{i}\right),\left(x_{i}^{\prime}\right),\left(a_{i}^{*}\right),\left(\lambda_{i}\right)\right)}\left(\delta_{f_{0}}, \delta_{a_{0}^{* *}}\right) & = \\
\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|^{p}-C^{p} \sum_{i=1}^{n} \lambda_{i}\left|f_{0}\left(x_{i}\right)-f_{0}\left(x_{i}^{\prime}\right)\left\langle a_{i}^{*}, a_{0}^{* *}\right\rangle\right|^{p} \leq \\
0 &
\end{array}
$$

Hypothesis (1) yields

$$
\sup \left\{\varphi_{\left(\left(x_{i}\right),\left(x_{i}^{\prime}\right),\left(a_{i}^{*}\right),\left(\lambda_{i}\right)\right)}\left(\mu_{1}, \mu_{2}\right):\left(\mu_{1}, \mu_{2}\right) \in K\right\} \leq 0
$$

By the conclusion of Key Fan's Lemma, there is $\mu=\left(\mu_{1}, \mu_{2}\right) \in \mathrm{C}$ such that $\mu(\varphi) \leq 0$ for all $\varphi$ in $\mathcal{M}$. If $\varphi$ is generated by the simple elements $x, x^{\prime} \in X$, $a^{*} \in E^{*}$ and $\lambda=1$, we find

$$
\begin{aligned}
& \varphi_{\left(x, x^{\prime}, a^{*}, 1\right)}\left(\mu_{1}, \mu_{2}\right) \\
= & \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right|^{p}-C^{p} \\
& \int_{\mathcal{B}_{X} \#} \int_{\mathcal{B}_{E^{* *}}}\left|\left(f(x)-f\left(x^{\prime}\right)\left\langle a^{*}, a^{* *}\right\rangle\right)\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right) \leq 0 .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & C\left(\int_{\mathcal{B}_{X^{\#}}} \int_{\mathcal{B}_{E^{* *}}}\left|\left(f(x)-f\left(x^{\prime}\right)\left\langle a^{*}, a^{* *}\right\rangle\right)\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p}}
\end{aligned}
$$

and this completes the proof.
As corollary, we get.
Corollary 5. $\Pi_{\tau(p)}^{L} \subseteq \Pi_{\tau(q)}^{L}$, when $1 \leq p \leq q<\infty$ and $\Pi_{\tau(p)}^{L} \subseteq \Pi_{p}^{L}$, for all $1 \leq p<\infty$.

## 2. Lipschitz strongly $p$-summing operators

The following notion was introduced independently by Saa15 and YAR16. For our convenience, we will adopt the notation of [YAR16.

Definition 13. A Lipschitz map $T: X \rightarrow E$ is Lipschitz strongly $p$ summing $(1<p \leq \infty)$ if there is a constant $C>0$, such that for all $n \in \mathbb{N}$, $\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n}$ in $X,\left(a_{i}^{*}\right)_{1 \leq i \leq n}$ in $E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n}$ in $\mathbb{R}_{+}$, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right| \leq C\left(\sum_{i=1}^{n} \lambda_{i} d_{X}\left(x_{i}, x_{i}^{\prime}\right)^{p}\right)^{\frac{1}{p}} \omega_{p^{*}}\left(\left(a_{i}^{*}\right)_{i}\right) . \tag{2.1}
\end{equation*}
$$

We denote by $\mathcal{D}_{s t, p}^{L}(X, E)$ the class of all Lipschitz strongly $p$-summing operators from $X$ into $E$ and $d_{s t, p}^{L}(T)$ the smallest $C$ such that inequality (2.1) holds. This generalizes the definition introduced by [Coh73] in the linear case. If $T$ is linear, then in the absence of $\mathcal{B}_{X \#}$ we have $\mathcal{D}_{s t, p}^{L}(X, E)=$ $\mathcal{D}_{p}(X, E)$.

Let $T \in \operatorname{Lip}_{0}(X ; E)$ and $v: l_{p}^{n} \rightarrow E^{*}$ be a bounded linear operator. The Lipschitz operator is a strongly Lipschitz $p$-summing if, and only if,

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), v\left(e_{i}\right)\right\rangle\right| \leq C\left(\sum_{i=1}^{n} \lambda_{i} d_{X}\left(x_{i}, x_{i}^{\prime}\right)^{p}\right)^{\frac{1}{p}}\|v\| \tag{2.2}
\end{equation*}
$$

Remark 16. Let $u$ be a bounded linear operator from $E$ into $F$ and $1 \leq p \leq \infty$. Then $d_{p}(u)=d_{s t, p}^{L}(u)$ because $\mathcal{B}_{X \#}$ is not involving.

Now, we give the domination theorem of the strongly Lipschitz $p$-summing (see [Saa15] and [YAR16]).

Theorem 20. A Lipschitz operator $T$ from $X$ into $E$ is Lipschitz strongly p-summing $(1<p<\infty)$ if, and only if, there exist a positive constant $C$ and Radon probability measure $\mu$ on $B_{E^{* *}}$ such that for all $x, x^{\prime} \in X$, we have

$$
\begin{equation*}
\left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \leq C d_{X}\left(x, x^{\prime}\right)\left(\int_{\mathcal{B}_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu\left(a^{* *}\right)\right)^{\frac{1}{p^{*}}} . \tag{2.3}
\end{equation*}
$$

Moreover, in this case

$$
d_{s t, p}^{L}(T)=\inf \{C>0: \text { for all } C \text { verifying the inequality (2.3) }\} .
$$

Proposition 22. The following properties are equivalent.
(1) The mapping $T$ belongs to $\mathcal{D}_{s t, p}^{L}(X, E)$.
(2) The linear operator $T_{L}$ belongs to $D_{p}(E(X), E)$.

Even more, $\mathcal{D}_{s t, p}^{L}(X, E)=D_{p}(\notin(X), E)$ holds isometrically.
Proof. See [Sa15, Proposition 3.1.].

## 3. Cohen Lipschitz $p$-nuclear operators

We introduce the following generalization to Lipschitz operators of the class of Cohen $p$-nuclear operators studied in Coh73. It is a particular case from that defined by J. A. Chàvez-Domènguez in [Cha11] which called the Lipschitz $(r, p, q)$-summing operators if we take $(r, p, q)=\left(1, p, p^{*}\right)$ and $k_{i}=1$ for all $i$. The notion of $p$-nuclear operators was introduced in PP69 by A. Person and A. Pietsch. Initially the definition of nuclear operators for Banach spaces, was given by Grothendieck in [?]. J. S. Cohen has initiated another concept of $p$-nuclear operators in Coh73 which is not the same as the precedent notion and was generalized to $(p, q)$-nuclear operators $(1 \leq$ $q \leq \infty$ ) by H. Apiola in Api76. In CZ12, D. Chen and B. Zheng has generalized this notion to Lipschitz operators. For distinguish these two notions, we say Cohen $p$-nuclear operators for that investigated by J. S. Cohen and we try to generalize this notion to Lipschitz operators.

Definition 14. A Lipschitz operator $T: X \longrightarrow E$ is Cohen Lipschitz p-nuclear $(1<p<\infty)$, if there is a positive constant $C$ such that for any $n$ in $\mathbb{N} ;\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n}$ in $X ;\left(a_{i}^{*}\right)_{1 \leq i \leq n}$ in $E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n}$ in $\mathbb{R}_{+}$, we have

$$
\begin{align*}
& \left|\sum_{i=1}^{n} \lambda_{i}\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right|  \tag{3.1}\\
\leq & C \sup _{f \in \mathcal{B}_{X} \#}\left(\sum_{i=1}^{n} \lambda_{i}\left|f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}} \sup _{\|a\|_{E} \leq 1}\left(\sum_{i=1}^{n}\left|\left\langle a, a_{i}^{*}\right\rangle\right|^{p^{*}}\right)^{\frac{1}{p^{*}}} .
\end{align*}
$$

The smallest constant $C$ which is noted by $\eta_{p}^{L}(T)$, such that the above inequality (3.1) holds, is called the Cohen Lipschitz $p$-nuclear norm on the space $\mathcal{N}_{p}^{L}(X, E)$ of all Cohen Lipschitz $p$-nuclear operators from $X$ into $E$ which is a Banach space. For $p=1$ and $p=\infty$ we have like the linear case $\mathcal{N}_{1}^{L}(X, E)=\Pi_{1}^{L}(X, E)$ and $\mathcal{N}_{\infty}^{L}(X, E)=\mathcal{D}_{s t, \infty}^{L}(X, E)$ (see below). The definition remains the same if we restrict to $\lambda_{i}=1$, like that in [FJ09]. We use this definition with the $\lambda_{i}$ only in the proof of "Pietsch's domination theorem".

We know (see DJT95) that $l_{p}(E) \equiv l_{p}^{\omega}(E)$ (the symbol $\equiv$ indicates that two Banach spaces are isometrically isomorphic) for some $1 \leq p<\infty$ if, and only if, $\operatorname{dim}(E)$ is finite. If $p=\infty$, we have $l_{\infty}(E) \equiv l_{\infty}^{\omega}(E)$. We have also if $1<p \leq \infty, l_{p}^{\omega}(E) \equiv \mathcal{L}\left(l_{p^{*}}, E\right)$ isometrically. In other words, let $v: l_{p^{*}} \longrightarrow E$ be a linear operator such that $v\left(e_{i}\right)=a_{i}$ ( namely, $v=\sum_{i=1}^{\infty} e_{i} \otimes a_{i}, e_{i}$ denotes the unit vector basis of $\left.l_{p}\right)$ then,

$$
\begin{equation*}
\|v\|=\left\|\left(x_{i}\right)\right\|_{l_{p}^{\omega}(E)} . \tag{3.2}
\end{equation*}
$$

Let $T$ be a Lipschitz operator between $X, E$ and $v: l_{p^{*}}^{n} \longrightarrow E^{*}$ be a bounded linear operator. By (3.2), the Lipschitz operator $T$ is Cohen Lipschitz $p$-nuclear if, and only if,

$$
\begin{align*}
& \left|\sum_{i=1}^{n} \lambda_{i}\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), v\left(e_{i}\right)\right\rangle\right| \\
\leq & C \sup _{f \in B_{X} \#}\left(\sum_{i=1}^{n} \lambda_{i}\left|f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|v\| . \tag{3.3}
\end{align*}
$$

Proposition 23. Consider $T$ in $\operatorname{Lip}_{0}(X, E), R$ in $\operatorname{Lip}_{0}(E, F)$ and $S$ in $\operatorname{Lip}_{0}(Z, X)$. If $T$ is Cohen Lipschitz p-nuclear operator, then $R \circ T \circ S$ is Cohen Lipschitz p-nuclear operator and $\eta_{p}^{L}(R \circ T \circ S) \leq \operatorname{Lip}(R) \eta_{p}^{L}(T) \operatorname{Lip}(S)$.

Proof. (a) Let $n \in \mathbb{N} ;\left(z_{i}\right)_{1 \leq i \leq n},\left(z_{i}^{\prime}\right)_{1 \leq i \leq n} \subset Z$ and $\left(a_{i}^{*}\right)_{1 \leq i \leq n} \subset E^{*}$. By (3.3), it suffices to prove that

$$
\begin{aligned}
& \left|\sum_{i=1}^{n}\left\langle T S\left(z_{i}\right)-T S\left(z_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right| \\
\leq & \eta_{p}^{L}(T) \operatorname{Lip}_{f \in \mathcal{B}_{z \#}^{\#}}(S) \sup \left(\sum_{i=1}^{n}\left|f\left(z_{i}\right)-f\left(z_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|v\|
\end{aligned}
$$

where $v: E \longrightarrow l_{p^{*}}^{n}$ defined by $v(a)=\sum_{i=1}^{n} a_{i}^{*}(a) e_{i}$. We have

$$
\begin{aligned}
& \left|\sum_{i=1}^{n}\left\langle T S\left(z_{i}\right)-T S\left(z_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right| \\
\leq & \eta_{p}^{L}(T) \sup _{f \in \mathcal{B}_{X} \#}\left(\sum_{i=1}^{n}\left|f\left(S\left(z_{i}\right)\right)-f\left(S\left(z_{i}^{\prime}\right)\right)\right|^{p}\right)^{\frac{1}{p}}\|v\| \\
\leq & \eta_{p}^{L}(T) \operatorname{Lip}(S) \sup _{f \in \mathcal{B}_{X \#}}\left(\sum_{i=1}^{n}\left|\frac{f\left(S\left(z_{i}\right)\right)}{\operatorname{Lip}(S)}-\frac{f\left(S\left(z_{i}^{\prime}\right)\right)}{\operatorname{Lip}(S)}\right|^{p}\right)^{\frac{1}{p}}\|v\| \\
\leq & \eta_{p}^{L}(T) \operatorname{Lip}(S) \sup _{g \in \mathcal{B}_{Z \#}^{\#}}\left(\sum_{i=1}^{n}\left|g\left(z_{i}\right)-g\left(z_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|v\|
\end{aligned}
$$

This implies that
$\eta_{p}^{L}(T \circ S) \leq \eta_{p}^{L}(T) \operatorname{Lip}(S)$.
(b) Let $n \in \mathbb{N} ;\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n} \subset X ;\left(b_{i}^{*}\right)_{1 \leq i \leq n} \subset F^{*}$. It suffices by (3.3) to prove that

$$
\begin{aligned}
& \left|\sum_{i=1}^{n}\left\langle R T\left(x_{i}\right)-R T\left(x_{i}^{\prime}\right), b_{i}^{*}\right\rangle\right| \\
\leq & \eta_{p}^{L}(T) \operatorname{Lip}(R) \sup _{f \in \mathcal{B}_{X \#}}\left(\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|w\|
\end{aligned}
$$

where $w: F \longrightarrow l_{p^{*}}^{n}$ defined by $w(b)=\sum_{i=1}^{n} b_{i}^{*}(b) e_{i}$. We have

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l}
\sum_{i=1}^{n}\left\langle R T\left(x_{i}\right)-R T\left(x_{i}^{\prime}\right), b_{i}^{*}\right\rangle \mid \\
= \\
\sum_{i=1}^{n}\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), R^{\#}\left(b_{i}^{*}\right)\right\rangle \mid \\
\leq \\
\eta_{p}^{L}(T) \sup _{f \in \mathcal{B}_{E \#}}\left(\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|u\| \\
\leq \\
\end{array} \eta_{p}^{L}(T) \operatorname{Lip}(R) \sup _{f \in \mathcal{B}_{E \#}}\left(\sum_{i=1}^{n}\left|f\left(e_{i}\right)-f\left(e_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}\|w\| .\right.
\end{aligned}
$$

Where $u(y)=\sum_{i=1}^{n}\left\langle R^{\#}\left(b_{i}^{*}\right), a\right\rangle e_{i}=\sum_{i=1}^{n}\left\langle b_{i}^{*}, R(a)\right\rangle e_{i}$.
This implies that $T$ is Cohen Lipschitz $p$-nuclear and $\eta_{p}^{L}(T \circ R) \leq\|R\| \eta_{p}^{L}(T)$.

Let us present the "Pietsch's domination theorem" concerning this class of Lipschitz operators. The proof is like that used in AMS09. In Cha11, J. A. Chávez-Domínguez gives domination theorem for $r, p, q$ such that $1 / r+$ $1 / p+1 / q=1$ and $T$ in $\operatorname{Lip}_{0}\left(X, E^{*}\right)$.

Theorem 21. Consider $T \in \operatorname{Lip}_{0}(X, E)$ and $C$ a positive constant. Then the following assertions are equivalent.
(1) The operator $T$ is Cohen Lipschitz p-nuclear and $\eta_{p}^{L}(T) \leq C$.
(2) For any $n$ in $\mathbb{N}$; $\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n}$ in $X ;\left(a_{i}^{*}\right)_{1 \leq i \leq n}$ in $E^{*}$ and $\left(\lambda_{i}\right)_{1 \leq i \leq n}$ in $\mathbb{R}_{+}$, we have

$$
\begin{align*}
& \sum_{i=1}^{n} \lambda_{i}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right| \\
\leq & C \sup _{f \in \mathcal{B}_{X} \#}\left(\sum_{i=1}^{n} \lambda_{i}\left|f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}} \sup _{\|a\|_{E} \leq 1}\left(\sum_{i=1}^{n}\left|\left\langle a, a_{i}^{*}\right\rangle\right|^{p^{*}}\right)^{\frac{1}{p^{*}}} . \tag{3.4}
\end{align*}
$$

(3) There exist Radon probability measures $\mu_{1}$ on $\mathcal{B}_{X^{\#}}$ and $\mu_{2}$ on $\mathcal{B}_{E^{* *}}$, such that for all $x, x^{\prime}$ in $X$ and $a^{*}$ in $E^{*}$, we have

$$
\begin{align*}
& \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & C\left(\int_{\mathcal{B}_{X \#}}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu_{1}(f)\right)^{\frac{1}{p}}\left(\int_{\mathcal{B}_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p^{*}}} . \tag{3.5}
\end{align*}
$$

Moreover, in this case
$\eta_{p}^{L}(T)=\inf \{C>0:$ for all $C$ verifying the above inequality (3.5) $\}$.

## 4. Relationships between $\Pi_{p}^{L}(X, E), \mathcal{D}_{s t, p}^{L}(X, E), \Pi_{\tau(p)}^{L}(X, E)$ and <br> $$
\mathcal{N}_{p}^{L}(X, E)
$$

In this section, we investigate the relationships between the various classes of Lipschitz operators.

Theorem 22. We have for a Lipschitz operator $T: X \rightarrow E$.
(1) $\mathcal{N}_{p}^{L}(X, E) \subseteq \mathcal{D}_{s t, p}^{L}(X, E)$ and $d_{s t, p}^{L}(T) \leq \eta_{p}^{L}(T)$ for $1<p \leq \infty$.
(2) $\mathcal{N}_{p}^{L}(X, E) \subseteq \Pi_{p}^{L}(X, E)$ and $\pi_{p}^{L}(T) \leq \eta_{p}^{L}(T)$ for $1 \leq p<\infty$.
(3) $\Pi_{\tau(p)}^{L}(X, E) \subseteq \mathcal{D}_{s t, p^{*}}^{L}(X, E)$ and $d_{s t, p^{*}}^{L}(T) \leq \pi_{\tau(p)}^{L}(T)$ for $1 \leq p<\infty$.
(4) $\Pi_{\tau}^{L}(X, E) \subset \mathcal{N}_{p}^{L}(X, E)$ and $\eta_{p}^{L}(T) \leq \pi_{\tau}^{L}(T)$ for $1 \leq p \leq \infty$.

Proof. (1) Let $T \in \mathcal{N}_{p}^{L}(X, E)$. Consider $x, x^{\prime}$ in $X$ and $a^{*} \in E^{*}$. We have by inequality (3.1)

$$
\begin{aligned}
& \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & \eta_{p}^{L}(T)\left(\int_{\mathcal{B}_{X} \#}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu_{1}(f)\right)^{\frac{1}{p}}\left(\int_{\mathcal{B}_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p^{*}}} \\
\leq & \eta_{p}^{L}(T)\left(\int_{\mathcal{B}_{X} \#} d^{p}\left(x, x^{\prime}\right) d \mu_{1}(f)\right)^{\frac{1}{p}}\left(\int_{\mathcal{B}_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p^{*}}} \\
\leq & \eta_{p}^{L}(T) d\left(x, x^{\prime}\right)\left(\int_{\mathcal{B}_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p^{*}}} .
\end{aligned}
$$

Hence by , $T$ is Lipschitz strongly $p$-summing and $d_{s t, p}^{L}(T) \leq \eta_{p}^{L}(T)$.
(2) Let $T$ be an operator in $\mathcal{N}_{p}^{L}(X, E)$. We have by inequality 3.1)
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$$
\begin{aligned}
& \left\|T(x)-T\left(x^{\prime}\right)\right\| \\
= & \sup _{a^{*} \in B_{E^{*}}}\left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & \sup _{a^{*} \in B_{E^{*}}} \eta_{p}^{L}(T)\left(\int_{B_{X} \#}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu_{1}\right)^{\frac{1}{p}}\left(\int_{B_{E^{* *}}}\left|a^{*}\left(a^{* *}\right)\right|^{p^{*}} d \mu_{2}\right)^{\frac{1}{p^{*}}} \\
\leq & \eta_{p}^{L}(T)\left(\int_{\mathcal{B}_{X} \#}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu_{1}(f)\right)^{\frac{1}{p}} .
\end{aligned}
$$

By Pietsch domination theorem [FJ09], $T$ is Lipschitz $p$-summing and $\pi_{p}^{L}(T) \leq$ $\eta_{p}^{L}(T)$.
(3) Let $T$ be in $\Pi_{\tau(p)}^{L}(X, E)$. Consider $x, x^{\prime} \in E$ and $a^{*} \in E^{*}$. We have by (1.3)

$$
\begin{aligned}
& \left|\left\langle T(x)-T\left(x^{\prime}\right), a^{*}\right\rangle\right| \\
\leq & \pi_{\tau(p)}^{L}(T)\left(\int_{B_{X^{\#}}} \int_{\mathcal{B}_{E^{*}}} \left\lvert\,\left(f(x)-\left.f\left(x^{\prime}\right)\left\langle a^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p}}\right.\right) \\
\leq & \left.\pi_{\tau(p)}^{L}(T) d\left(x, x^{\prime}\right)\left(\int_{\mathcal{B}_{X} \#} \int_{\mathcal{B}_{E^{* *}}}\left|\frac{\left(f(x)-f\left(x^{\prime}\right)\right.}{d\left(x, x^{\prime}\right)}\left\langle a^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{1}(f) d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p}}\right) \\
\leq & \left.\pi_{\tau(p)}^{L}(T) d\left(x, x^{\prime}\right)\left(\int_{\mathcal{B}_{X_{X} \#}} \int_{\mathcal{B}_{E^{* *}}} \sup _{x \neq x^{\prime}}\left|\frac{\left(f(x)-f(x)^{\prime}\right)}{d\left(x, x^{\prime}\right)}\left\langle a^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{1}(f) d \mu_{2}\right)^{\frac{1}{p}}\right) \\
\leq & \left.\pi_{\tau(p)}^{L}(T) d\left(x, x^{\prime}\right)\left(\int_{\mathcal{B}_{E^{* *}}}\left|\left\langle a^{*}, a^{* *}\right\rangle\right|^{p} d \mu_{2}\left(a^{* *}\right)\right)^{\frac{1}{p}}\right) .
\end{aligned}
$$

This implies by (2.3) that $T$ is Lipschitz strongly $p^{*}$-summing and $d_{s t, p^{*}}^{L}(T) \leq$ $\pi_{\tau(p)}^{L}(T)$.
(4) Let $T \in \Pi_{\tau}^{L}(X, E)$. For $n$ in $\mathbb{N},\left(x_{i}\right)_{1 \leq i \leq n},\left(x_{i}^{\prime}\right)_{1 \leq i \leq n}$ in $X$ and $\left(a_{i}^{*}\right)_{1 \leq i \leq n}$ in $E^{*}$, we have

$$
\begin{aligned}
& \sum_{i=1}^{n}\left|\left\langle T\left(x_{i}\right)-T\left(x_{i}^{\prime}\right), a_{i}^{*}\right\rangle\right| \\
\leq & \pi_{\tau}^{L}(T) \sup _{\substack{\|f\| \leq 1 \\
\left\|a a^{*}\right\| \leq 1}}\left(\sum_{i=1}^{n}\left|\left(f\left(x_{i}\right)-f\left(x_{i}^{\prime}\right)\right)\left\langle a^{* *}, a_{i}^{*}\right\rangle\right|\right) \\
\leq & \pi_{\tau}^{L}(T) \omega_{p}^{L}\left(1,\left(x_{i}\right),\left(x_{i}^{\prime}\right)\right) \omega_{p^{*}}\left(\left(a_{i}^{*}\right)_{i}\right) \text { by Hölder inequality. }
\end{aligned}
$$

This proves that $T \in \mathcal{N}_{p}^{L}(X, E)$ and $\eta_{p}^{L}(T) \leq \pi_{\tau}^{L}(T)$.
From the results obtained above we get.
Theorem 23. Consider $1 \leq p \leq \infty$. Let $T \in \operatorname{Lip}_{0}(X, E)$ and $L \in$ $\operatorname{Lip}_{0}(E, F)$, If $L$ is Lipschitz strongly p-summing operator, and $T$ is Lipschitz p-summing operator, then $L \circ T$ is Cohen Lipschitz p-nuclear operator and $\eta_{p}^{L}(L \circ T) \leq d_{s t, p}^{L}(L) \pi_{p}^{L}(T)$.

Proof. Let $x, x^{\prime} \in E$ and $b^{*} \in F^{*}$. By (2.3) we have

$$
\begin{aligned}
& \left|\left\langle L \circ T(x)-L \circ T(x), b^{*}\right\rangle\right| \\
= & \left|\left\langle L(T(x))-L\left(T\left(x^{\prime}\right)\right), b^{*}\right\rangle\right| \\
\leq & \left.d_{s t, p}^{L}(L)\left\|T(x)-T\left(x^{\prime}\right)\right\| \int_{\mathcal{B}_{F^{* *}}}\left|b^{*}\left(b^{* *}\right)\right|^{p^{*}} d \mu_{2}\left(b^{* *}\right)\right)^{\frac{1}{p^{*}}},
\end{aligned}
$$

and by Pietsch domination theorem in [FJ09]

$$
\begin{aligned}
& \left|\left\langle L \circ T(x)-L \circ T(x), b^{*}\right\rangle\right| \\
\leq & \left.d_{s t, p}^{L}(L) \pi_{p}^{L}(T)\left(\int_{\mathcal{B}_{X} \neq}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu_{1}\right)^{\frac{1}{p}} \int_{\mathcal{B}_{F^{* *}}}\left|b^{*}\left(b^{* *}\right)\right|^{p^{*}} d \mu_{2}\right)^{\frac{1}{p^{*}}}
\end{aligned}
$$

This gives that $L \circ T \in \mathcal{N}_{p}^{L}(X, F)$ and $\eta_{p}^{L}(L \circ T) \leq d_{s t, p}^{L}(L) \pi_{p}^{L}(T)$.
Corollary 6. If $p \geq 2$. Then $\pi_{\tau(p)}^{L}(L \circ T) \leq d_{s t, p}^{L}(L) \pi_{p}^{L}(T)$.
Theorem 24. Let $1 \leq r, p, q<\infty$ and $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}$. Let $T \in \operatorname{Lip}_{0}(X, E)$ and $L \in \operatorname{Lip}_{0}(E, F)$. If $L$ is Lipschitz $\tau(r)$-summing and $T$ is Lipschitz psumming, then $L \circ T$ is Lipschitz $(r, p, q)$-summing operator and $\pi_{(r, p, q)}^{L}(L \circ$ $T) \leq \pi_{\tau(r)}^{L}(L) \pi_{p}^{L}(T)$.

Proof. Let $x, x^{\prime} \in X$ and $b^{*} \in F^{*}$. We have by (1.3)

$$
\begin{gathered}
\left|\left\langle L \circ T(x)-L \circ T\left(x^{\prime}\right), b^{*}\right\rangle\right| \\
\leq \pi_{\tau(r)}^{L}(L)\left(\int_{\mathcal{B}_{E^{\#}}} \int_{\mathcal{B}_{F^{* *}}} \left\lvert\,\left(f(T(x))-\left.f\left(T\left(x^{\prime}\right)\right)\left\langle b^{*}, b^{* *}\right\rangle\right|^{r} d \mu_{1}(f) d \mu_{2}\right)^{\frac{1}{r}}\right.\right) .
\end{gathered}
$$

Using general Hölder's inequality and the fact that $T$ is Lipschitz $p$-summing, we get

$$
\begin{aligned}
& \left|\left\langle L \circ T(x)-L \circ T\left(x^{\prime}\right), b^{*}\right\rangle\right| \\
\leq & \pi_{\tau(r)}^{L}(L)\left(\int_{\mathcal{B}_{E^{\#}}}\left|f(T(x))-f\left(T\left(x^{\prime}\right)\right)\right|^{p} d \mu_{1}\right)^{\frac{1}{p}}\left(\int_{\mathcal{B}_{F^{* *}}}\left|\left\langle b^{*}, b^{* *}\right\rangle\right|^{q} d \mu_{2}\right)^{\frac{1}{q}} \\
\leq & \pi_{\tau(r)}^{L}(L)\left\|T(x)-T\left(x^{\prime}\right)\right\|\left(\int_{\mathcal{B}_{F^{* *}}}\left|\left\langle b^{*}, b^{* *}\right\rangle\right|^{q} d \mu_{2}\left(b^{* *}\right)\right)^{\frac{1}{q}} \\
\leq & \pi_{\tau(r)}^{L}(L) \pi_{p}^{L}(T)\left(\int_{\mathcal{B}_{X} \#}\left|f(x)-f\left(x^{\prime}\right)\right|^{p} d \mu\right)^{\frac{1}{p}}\left(\int_{\mathcal{B}_{F^{* *}}}\left|\left\langle b^{*}, b^{* *}\right\rangle\right|^{q} d \mu_{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

This implies that $L \circ T \in \Pi_{(r, p, q)}^{L}(X, F)$ and $\pi_{(r, p, q)}^{L}(L \circ T) \leq \pi_{\tau(r)}^{L}(L) \pi_{p}^{L}(T)$.

Corollary 7. Let $1<p<\infty$. Let $T \in \operatorname{Lip}_{0}(X, E)$ and $L \in \operatorname{Lip}_{0}(E, F)$. If $L$ is Lipschitz $\tau$-summing and $T$ is Lipschitz $p$-summing, then $L \circ T$ is Cohen Lipschitz p-nuclear operator and $\eta_{p}^{L}(L \circ T) \leq \pi_{\tau}^{L}(L) \pi_{p}^{L}(T)$.
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[^0]:    ${ }^{1}$ A sequence $\left(f_{n}\right)$ in a normed vector space is said to converge absolutely if $\sum\left\|f_{n}\right\|$ converges.

[^1]:    ${ }^{2}$ Voir Proposition 10 below

[^2]:    ${ }^{3}$ Voir Remark 6

