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Bayesian Classification: Why?

A statistical classifier: performs probabilistic prediction,
l.e., predicts class membership probabilities

* Foundation: Based on Bayes’ Theorem.

« Performance: A simple Bayesian classifier, naive
Bayesian classifier, has comparable performance with
decision tree and selected neural network classifiers

* Incremental: Each training example can incrementally
Increase/decrease the probability that a hypothesis is
correct — prior knowledge can be combined with
observed data

« Standard: Even when Bayesian methods are
computationally intractable, they can provide a standard of
optimal decision making against which other methods can
be measured
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Bayesian Theorem: Basics

« Let X be a data sample (“evidence”): class label is unknown
 Let H be a hypothesis that X belongs to class C

« Classification is to determine P(H|X), the probability that the
hypothesis holds given the observed data sample X

« P(H) (prior probability), the initial probability
— E.g., X will buy computer, regardless of age, income, ...
« P(X): probability that sample data is observed

* P(X|H) (posteriori probability), the probability of observing
the sample X, given that the hypothesis holds

— E.g., Given that X will buy computer, the prob. that X is
31..40, medium income
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Bayesian Theorem

« Given training data X, posteriori probability of a hypothesis
H, P(H|X), follows the Bayes theorem

P(H|X)= P(XLI-(|>)<|)°(H)
 Informally, this can be written as

posteriori = likelihood x prior/evidence

* Predicts X belongs to C, iff the probability P(C,|X) is the
highest among all the P(C,|X) for all the k classes

 Practical difficulty: require initial knowledge of many
probabillities, significant computational cost
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Towards Naive Bayesian Classifier

Let D be a training set of tuples and their associated class
labels, and each tuple is represented by an n-D attribute
vector X = (Xq, Xy, «.ty X))

Suppose there are m classes C,, C,, ..., C,..
Classification is to derive the maximum posteriori, i.e., the
maximal P(C;|X)

This can be derived from Bayes’ theorem
P(X|C,)P(C;)

P(X)

Since P(X) is constant for all classes, only

needs to be maximized

P(C.|X)=

P(C: [X)=P(X|C,)P(C;)
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Derivation of Naive Bayes Classifier

« A simplified assumption: attributes are conditionally
iIndependent (i.e., no dependence relation between

attributes): n
F’(><|Ci)=kHlF’(xk |Ci) =P(x ICi)xP(x, [Cj)x..xP(x_|Cj)
« This greatly reduces the computation cost: Only counts
the class distribution

 If A Is categorical, P(x,|C)) is the # of tuples in C; having
value x, for A, divided by |C; | (# of tuples of C, in D)
 If A, Is continous-valued, P(x,|C)) is usually computed

based on Gaussian distribution with a mean g and

standard deviation o 1 (x—p)?

g(X,,Ll,O') — \/ZG
P(X|Ci)=g(xk,ﬂci,0'(;i)

e 257

and P(x,|C)) Is
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Naive Bayesian Classifier: Training Dataset

age | income studenﬁredit=rating=com
<=30 high no |[fair no
<=30 high no |excellent | no
Class: 31...40 |high no |[fair yes
C1:buys_computer = ‘yes’ |[>40 medium| no |(fair yes
C2:buys_computer =‘no’ |[>40 low yes |fair yes
>40 low yes |excellent | no
Data sample 31...40 |low yes |excellent | yes
X = (age <=30, <=30 |medium| no |fair no
Income = medium, <=30 low yes |fair yes
Student = yes >40 medium| yes |fair yes
Credit_rating = Fair) <=30 |medium| yes |excellent | yes
31...40 |medium| no |excellent | yes
31...40 |high yes |fair yes
>40 medium| no |excellent | no
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Nalve Bayesian Classifier: An Example

 P(C): P(buys_computer = “yes”) = 9/14 = 0.643
P(buys _computer = “no”) = 5/14= 0.357

« Compute P(X|C,) for each class
P(age = “<=30" | buys_computer = “yes”) = 2/9 = 0.222
P(age = “<= 30" | buys_computer = “no”) = 3/5 = 0.6
P(income = “medium” | buys_computer = “yes”) = 4/9 = 0.444
P(income = “medium” | buys_computer = “no”) = 2/5=0.4
P(student = “yes” | buys _computer = “yes) = 6/9 = 0.667
P(student = “yes” | buys_computer = “no”) = 1/5=0.2
P(credit_rating = “fair” | buys_computer = “yes”) = 6/9 = 0.667
P(credit_rating = “fair” | buys_computer = “no”) = 2/5=0.4

« X=(age <=30, income = medium, student = yes, credit_rating = fair)
P(X|C)) : P(X|buys_computer = “yes”) = 0.222 x 0.444 x 0.667 x 0.667 = 0.044
P(X|buys_computer = “no”) = 0.6 x 0.4 x 0.2 x 0.4 = 0.019
P(X|C)*P(C)) : P(X|buys_computer = “yes”) * P(buys_computer = “yes”) = 0.028
P(X|buys _computer = “no”) * P(buys_computer = “no”) = 0.007

Therefore, X belongs to class (“buys_computer = yes”)
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Avoiding the O-Probability

Problem

« Naive Bayesian prediction requires each conditional prob. be non-
zero. Otherwise, the predicted prob. will be zero

n
P(X|cCj) = TIIPKxklICi)
k =1

* EX. Suppose a dataset with 1000 tuples, income=low (0), income=
medium (990), and income = high (10),

« Use Laplacian correction (or Laplacian estimator)
— Adding 1 to each case
Prob(income = low) = 1/1003
Prob(income = medium) = 991/1003
Prob(income = high) = 11/1003

— The “corrected” prob. estimates are close to their “uncorrected”
counterparts
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Nalve Bayesian Classifier: Comments

« Advantages

— Easy to implement

— Good results obtained in most of the cases
« Disadvantages

— Assumption: class conditional independence, therefore
loss of accuracy

— Practically, dependencies exist among variables
« E.g., hospitals: patients: Profile: age, family history, etc.

Symptoms: fever, cough etc., Disease: lung cancer, diabetes, etc.

« Dependencies among these cannot be modeled by Naive
Bayesian Classifier

 How to deal with these dependencies?
— Bayesian Belief Networks
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Bayesian Belief Networks

« Bayesian belief network allows a subset of the variables
conditionally independent

« A graphical model of causal relationships

— Represents dependency among the variables
— Gives a specification of joint probability distribution

\' O Nodes: random variables
O Links: dependency
d X and Y are the parents of Z, and Y is
the parent of P
 No dependency between Z and P
1 Has no loops or cycles

Introduction to Data Mining

11




Classification by Backpropagation

« Backpropagation: A neural network learning algorithm

« Started by psychologists and neurobiologists to develop
and test computational analogues of neurons

* A neural network: A set of connected input/output units
where each connection has a weight associated with it

* During the learning phase, the network learns by
adjusting the weights so as to be able to predict the
correct class label of the input tuples

« Also referred to as connectionist learning due to the
connections between units
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Neural Network as a Classifier

« Weakness

Long training time
Require a number of parameters typically best determined
empirically, e.g., the network topology or " structure."

Poor interpretability: Difficult to interpret the symbolic meaning
behind the learned weights and of "hidden units" in the network

« Strength

High tolerance to noisy data

Abllity to classify untrained patterns

Well-suited for continuous-valued inputs and outputs
Successful on a wide array of real-world data
Algorithms are inherently parallel

Techniques have recently been developed for the extraction of
rules from trained neural networks

Introduction to Data Mining

13




A Neuron (= a perceptron)

My
Xy > Wy 5 Z | ) -I: X
output y
Xn — Wn —

‘ For Example
Input  weight  weighted Activation

vector X vectorw sum function

y= SIgn(Z X+ 14)

The n-dimensional input vector x is mapped into variable y by
means of the scalar product and a nonlinear function mapping
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How A Multi-Layer Neural Network Works?

* The inputs to the network correspond to the attributes measured for
each training tuple

* |nputs are fed simultaneously into the units making up the input
layer

« They are then weighted and fed simultaneously to a hidden layer
« The number of hidden layers is arbitrary, although usually only one

« The weighted outputs of the last hidden layer are input to units
making up the output layer, which emits the network's prediction

 The network is feed-forward in that none of the weights cycles back
to an input unit or to an output unit of a previous layer

« From a statistical point of view, networks perform nonlinear
regression: Given enough hidden units and enough training
samples, they can closely approximate any function
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Backpropagation

 |teratively process a set of training tuples & compare the network's
prediction with the actual known target value

« For each training tuple, the weights are modified to minimize the
mean squared error between the network's prediction and the actual
target value

« Modifications are made in the “backwards” direction: from the output
layer, through each hidden layer down to the first hidden layer, hence
“backpropagation”

¢ Steps

— Initialize weights (to small random #s) and biases in the network
— Propagate the inputs forward (by applying activation function)

— Backpropagate the error (by updating weights and biases)

— Terminating condition (when error is very small, etc.)
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The k-Nearest Neighbor

Algorlthm

All instances correspond to points in the n-D space

* The nearest neighbor are defined in terms of
Euclidean distance, dist(X;, X,)

« Target function could be discrete- or real- valued

 For discrete-valued, k-NN returns the most common
value among the k training examples nearest to X,

« Vonoroi diagram: the decision surface induced by 1-
NN for a typical set of training examples
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Discussion on the k-NN

Algorithm

K-NN for real-valued prediction for a given unknown tuple

— Returns the mean values of the k nearest neighbors

Distance-weighted nearest neighbor algorithm

— Weight the contribution of each of the k neighbors

according to their distance to the query X, we 1

* Give greater weight to closer neighbors d (% %)

Robust to noisy data by averaging k-nearest neighbors

Curse of dimensionality: distance between neighbors could
be dominated by irrelevant attributes

— To overcome It, axes stretch or elimination of the least
relevant attributes
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